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Abstract

In the era of rapid development of information, people
are spreading and sharing information all the time. These
resources bring us a lot of privacy challenges while bring-
ing us convenience. Therefore, We propose an attribute
based encryption access control scheme based on access
tree structure pruning (ATSP-ABE). The scheme mainly
prune the branch of the ID attribute of the right subtree
user managed by the Data Owner (DO) and design the
permission access attribute as the leaf node to replace the
branch. For the left subtree of the access tree managed by
the Attribute Authorization Center (AAC) the decision
tree is generated by the data of the user feature attribute
and the subtree with the best pruning performance is se-
lected as the pruning result. Finally, pruning the reduced
feature attributes in the decision tree in the access left
subtree. The experimental results show that the ATSP-
ABE scheme can improve the computational efficiency of
attribute-based access control encryption, decryption and
user attribute revocation in cloud computing. More than
that makes the access tree structure more concise and
strengthen the DO control attribute ability. Reducing
Calculation overhead in the process of encryption and de-
cryption of DO and AAC.

Keywords: Access Control; Attribute Based Encryption;
Cloud Computing; Decision Tree

1 Introduction

In this new digital era filled with vast amounts of data or
information, everyone enjoys the convenience of instant
information sharing and dissemination. More and more
user data is uploaded to third-party cloud servers for stor-
age, management or exchange [8, 10]. In order to reduce
the efficiency of user data transmission, an access con-
trol scheme is introduced in the face of privacy protection
and access threats. Access control scheme [6, 11, 19] be
used to protect personal data on public platforms from
unauthorized access or disclosure. In addition, data en-

cryption algorithms [27] are often used to prevent plat-
form operators and other attackers who are curious dur-
ing data communication from snooping. Therefore, an
efficient access control scheme must be designed accord-
ing to the requirements of the user to make the stored
data value of the shared user available to the authorized
user. Once the user’s data is outsourced to the cloud, the
user will loses Control ability of their data. Since access
control schemes are becoming more and more important.
In order to solve the data protection problem in cloud
storage, attribute-based encryption(ABE) [13] is consid-
ered one of the most promising technologies, which is from
identity-based passwords. Learning from the development
of [23], the ABE scheme performs fine-grained access con-
trol on the data stored in the cloud server by setting at-
tributes. The ABE scheme mainly consists of the fol-
lowing two types, such as Ciphertext-Policy Attribute-
Based Encryption(CP-ABE) [7, 31, 32] and Key-Policy
Attribute-Based Encryption(KP-ABE) [9, 18, 21]. Con-
sidering the frequent update of ciphertext and a large
number of users of the mobile Internet, CP-ABE is more
suitable for fine-grained data access control in cloud stor-
age scenarios.

The access structure that CP-ABE can adopt is a
linear access structure or a tree access structure. Wa-
ters et al. [26] implements a CP-ABE access control
scheme based on linear access structure to support at-
tribute revocation. Linear access structures are better
able to solve completely independent properties, but less
efficient for incompletely independent properties that ap-
pear in real-world situations. Xiong and Simoes and
Touatil et al. [24, 25, 29] use the tree access structure
to implement the CP-ABE access control scheme to sup-
port attribute revocation, which solves the problem of the
user’s incomplete independence attribute in the actual
situation. Huang et al. [22] proposes a multi-authority
revocable attribute-based encryption (MA-ABE) scheme,
which the classifification manages user attributes, to re-
lieve the management burden of single organization effec-
tively. In addition, the tree access policy and the secret



International Journal of Network Security, First Online Apr. 19, 2020 (VDOI: 1816-3548-2020-00023) 2

sharing scheme are adopted to implement fine-grained ac-
cess control of shared information and support system
attribute revocation. In the attribute-based encryption-
based access control scheme in the cloud computing envi-
ronment [1,15,28], leaf nodes in the access tree represent
user attributes, and non-leaf nodes represent access poli-
cies.

The AAC determines whether the user satisfies the ac-
cess tree structure through user attributes, thereby being
able to manage and control the users who want to access
the data resources. However, all user attribute data is
managed and controlled by a third party, so DO loses the
authority to manage its shared data. Yang et al.proposed
a scheme [16] to divide the user attribute into two parts,
which are managed and controlled by AAC and DO re-
spectively, DO also has the right to manage its attributes.
However, as the number of users and attributes increases,
the workload of AAC and DO increases, resulting in re-
duced efficiency. Therefore, based on the literature [16],
this paper optimizes the structure of the access subtree
managed by AAC and DO respectively, and improve the
efficiency of user attribute management and control. By
simplifying the access tree, the computational overhead
of AAC and DO is reduced. Through the experimen-
tal results, it can be verified that the pruning of the left
subtree is constructed, the decision tree [12,20,30] is con-
structed to process the user data, and the subtree with
the maximum pruning performance can be significantly
improved. Then, the ATSP-ABE scheme proposed in
this paper can also implement the function of user at-
tribute revocation [2,3,17]. Compared with the two ABE
schemes using linear access structure [26] and tree access
structure [16], the proposed scheme greatly improves the
performance of private key generation, password text size,
encryption and decryption, and user attribute revocation
in cloud computing.

2 Our Contribution

1) An access control scheme based on access tree struc-
ture pruning in cloud computing environment is pro-
posed. It performs different pruning on the access
right subtree and access left subtree which is man-
aged by DO and AAC respectively. Accessing the
right subtree to prun the branch where the user ID
attribute node is located, and design the permission
access attribute to replace the branch with the leaf
node. This scheme allows DO to retain the key at-
tributes of its shared data, fully control its shared
data and reduce the computational overhead of DO
in the access policy.

2) Accessing the left subtree in the cloud computing en-
vironment first generates a decision tree based on the
data of the user feature attribute, which selects the
subtree with the best pruning performance as the
pruning result. Finally, accessing the left subtree will

reduce the feature attributes in the decision tree. Af-
ter pruning, the access tree is simplified. The solution
reduces the computational overhead of the AAC in
the access policy and improves the management and
control efficiency of the AAC.

3) An efficient cloud computing access control scheme
based on CP-ABE structure is proposed. Users
can decrypt ciphertext and attributes with a small
amount of calculation. In our scheme, it can be
achieved by pruning, which only a small amount of
computational overhead is required. The effective-
ness of the scheme is demonstrated by comparison
with other schemes in terms of computational com-
plexity and communication overhead.

2.1 System Model

In the architecture of ATSP-ABE scheme, there are four
entities (see Figure 1): Data Owner (DO), Data User
(DU), Platform Server (PS), and Attribute Authentica-
tion Center (AAC). The DO uploads the algorithm en-
crypted file to the PS, and the security of the file is guar-
anteed by the access control and decryption process. PS
and AAC always stay online, assuming it has infinite stor-
age and computing power to ensure that DU download
and decrypt these files from PS. AAC is responsible for
the distribution and revocation of attributes, then the at-
tributes of the user are jointly controlled by AAC and
DO. AAC is responsible for managing the user’s feature
attributes, which is a set of attributes describe the DU.
We assume that DO not only stores data files, but also
creates a set of attribute-defined access policies for its
data files.

The complexity of the ATSP-ABE algorithm in the
cloud environment is proportional to the complexity of
the structure of its corresponding access tree. Therefore,
the algorithm delivers a lot of mixed content instead of
the core algorithm to the PS in the implementation pro-
cess. Most of the attributes of the DU are managed and
controlled by AAC. The DO still retains its key attributes
and shared data calculations, maintains its original secu-
rity, the security level and the locally calculated security
level in the original CP-ABE scheme remain unchanged.
During the encryption and decryption operations, the PS
has access to most of the keys in the tree structure but not
all keys. In the process of decrypting the calculation, the
bilinear pair in the ciphertext and key generation spend a
lot of calculations in the system, so we safely pass this part
of the operation to the PS. The last step of the decryp-
tion operation is performed by the data user DU itself,
and the data sharing resources will not leak to the PS.

3 Detailed Description

The traditional CP-ABE access control scheme mainly
uses the access tree as the access policy. The complexity
of the access tree determines the efficiency of DO and
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Figure 1: The proposed system model

AAC access control for user attributes. Therefore, the
access control scheme is designed for pruning the access
tree structure in this paper, which simplifies the access
tree and reduces the complexity. The access tree structure
is divided into accessing the left subtree TA and accessing
the right subtree TID, which contain different attributes.
The former contains the feature attributes of the DU, and
the latter contains the ID attributes of the DU. Therefore,
our proposed ATSP-ABE scheme prunes the two subtrees
of these schemes separately.

3.1 The Pruning of the Access Right Sub-
tree

The Figure 2 depicts the access tree structure of the CP-
ABE scheme in literature [16], and {A1, A2, ..., Ay} repre-
senting a user’s feature attribute set. {ID1, ID2, ..., IDn}
representing the user’s ID attribute collection. The access
tree T is a binary tree with access to the left subtree TA
and access to the right subtree TID. The feature attribute
in the access left subtree is managed by AAC, and the
user ID attribute in the access right subtree is controlled
by DO. The root node of the access tree is an ”AND”
node, which indicates that the user attribute must satisfy
both the access left subtree and the right subtreeto satisfy
the access policy. Accessing the right subtree contains an
”OR” node whose leaf nodes are related to the user ID at-
tribute. In this access tree structure, although most user
attributes are managed and controlled by AAC.

The ID attribute of many users managed by DO still
affects the efficiency of user attributes and key control.
Therefore, in order to make the data access more conve-
nient and faster, this paper designs the structure of ac-
cessing the right subtree to reduce the computational cost
of access control during encryption and decryption. Ex-
periments show that the pruning result of accessing the
right subtree is shown in Figure 3. The structure is sim-
plified and the computational overhead is reduced, and
attribute revocation can be implemented more efficiently.
The branch accessing the right subtree in the CP-ABE
scheme is an ”OR” node and n ID attribute nodes. Each
attribute node will be assigned a separate user, which will
cause a burden on the key calculation. When the algo-
rithm needs to determine the access tree structure, the

Figure 2: The access tree structure of the CP-ABE

Figure 3: The access tree structure of the ASTP-ABE
scheme

”OR” node is used as the root node in the right subtree
to prun the branch, including its n ID attribute nodes
and is designed to access the license access attribute of
the right subtree to replace the branch. The changed ac-
cess to the right subtree allows the security of encryption
and decryption to be guaranteed, since the last step of
the decryption operation is performed by the data user
DU itmself. Permission access properties are constantly
updated to ensure the security of shared data. At the
same time, the pruning of the access tree also reduces the
computational cost of encryption and decryption. It en-
ables users to access the data they need more effectively
and to share data easily.

3.2 The Pruning of the Access Left Sub-
tree

The AAC manages and controls many feature attributes
of DU. Because of the overlapping feature attributes
among DUs, AAC performs many tasks to repeatedly de-
termine feature attributes which increases the workload of
AAC. Therefore, we use the decision tree [14] to classify
user data, we can divide user data into different cate-
gories. Depending on the category of the DU, users can
be granted different permissions. In this way, AAC no
longer needs to perform access control defined by one DU
after another. Instead, it firstly determines the classifi-
cation of DU data and then performs access control de-
fined by the attributes of the data classification which
effectively reduces the efficiency and computational over-
head of AAC management and controls the attributes.
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We have adopted the idea of reducing the error pruning
method (REP) [4,20]. It uses a separate data set to make
up for the ERP of the pruning process, which not only
considers the accuracy of the classification but also con-
siders the performance of both the classification balance
and the complexity. In the case of ensuring the accuracy
of the algorithm, the decision tree is simplified and the
computational complexity of the access tree structure is
reduced. In Table 1, we list the symbols used in ATSP-
ABE:

1) Accuracy of classification. It mainly reflects the clas-
sification accuracy of decision trees, defined as:

m(T ′) =
1

Q′

∑
i∈Y

b(i)′.

We use it to calculate the classification accuracy of
the decision tree, which is given by the ratio of the
sum of the correct number of users per node to the
sum of the number of users in the pruning set. If the
classification accuracy of the decision tree is greater,
the accuracy of the decision tree will higher.

2) The balance of classification. It mainly reflects the
classification balance of the decision tree, defined as:

r(T ′) =
1

Q′

∑
i∈ω

q(i)′r(i).

Where r(i) is the classification accuracy of the node
and can be calculated as:

r(i) =

{
m(i)′

m(i) m(i)′ < m(i)
m(i)
m(i)′ m(i)′ > m(i)

m(i) and m(i)′ in the above formula are mainly cal-
culated by the pruning set and the training set, and
can be defined as:

m(i)′ =
b(i)′

q(i)′

m(i) =
b(i)

q(i)

Therefore, the larger the classification balance value
of the decision tree, the higher the classification sta-
bility of the entire decision tree.

3) Complexity. If the decision tree is too complex, the
number of users arriving at certain nodes will be re-
duced, making the decision tree unable to process
its user set. In order to ensure the accuracy of clas-
sification and the performance of classification, the
complexity of the decision tree should be reduced as
much as possible. The combination of leaf nodes and
depths of the decision tree can be represented by t.
Among t = ω + υ its complexity can be defined as

follows:

f(t) =


0 t < 4 or t > 35
t+10
20 4 ≤ t ≤ 10

44−t
40 20 ≥ t > 10

50−t
30 35 ≥ t > 20

In summary, the classification between the number of leaf
nodes and the depth of the tree in the decision tree is
best. When the range of t is t < 4 or t > 35, it is a very
unfavorable situation. This paper proposes to use the
pruning performance to evaluate the performance of the
decision tree, as can be defined as follows:

P (T ′) = x1m(T ′) + x2r(T
′) + x3f(T ′).

In the above formula x1, x2, x3 represents the classifi-
cation accuracy, classification balance, and complexity
ratio of the decision tree, at the same time, satisfies
x1+x2+x3 = 1. In short, we allocate the ratio of the three
performances evenly, and can also be based on different
actualities. In the case of the proportion of each perfor-
mance is assigned. During the pruning process, the prun-
ing performance of each candidate subtree is compared,
the pruning tree with the highest pruning performance is
selected to ensure the optimal pruning performance of the
decision tree.

3.3 The Detailed Trimming Process

1) From the bottom up, each subtree in the decision tree
is a candidate subtree of the pruning, the subtree is
replaced by the leaf node, and the node is identified
by the category represented at most instances, reach-
ing the leaf node in the training set. It generates
a set of pruned subtrees {T ′0, T ′1, ..., T ′i} representing
the decision trees that T ′0 have not been pruned.

2) Based on the categorical data of the trained set and
the data of the pruned set of the original decision
tree, we calculated the pruning performance P (T ′i )
of each pruned subtree T ′i .

3) In the candidate subtree set {T ′0, T ′1, ..., T ′i}, the al-
gorithm compares the pruning performance P (T ′i )
of each candidate subtree and selects the tree with
the highest pruning performance as the final decision
tree.

4) The pruning of the decision tree subtree corresponds
to the pruning of the feature attributes, and the re-
duction of each subtree corresponds to the reduction
of the determined feature attributes. Finally, the al-
gorithm prunes the reduced characteristic attributes
of the decision tree on the access tree structure.

5) By separately pruning the left and right subtrees of
the access tree, the access tree structure is simpli-
fied, the computational overhead of DO and AAC
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Table 1: Notations for ATSP-ABE

m(T ′) the taxonomy veracity of the decision tree T ′.
r(T ′) the taxonomy balance of the decision tree T ′.
f(T ′) the complexity of the decision tree T ′.
r(i) the taxonomy balance of the node i.
m(i)′ the taxonomy veracity of the node i in the pruned set.
m(i) the taxonomy veracity of the node i in the trained set.
Q′ the users number in the pruned set.
Q the users number in the trained set.
q(i)′ the users number of the node i in the pruned set.
q(i) the users number of the node i in the trained set.
b(i)′ the users number belongs to the node i in the pruned set.
b(i) the users number belongs to the node i in the trained set.
ω the number of the leaf node in the decision tree.
υ the depth of the decision tree T ′.
i the i-th node of the decision tree.

management and control attributes is realized. Im-
prove the efficiency of its property management and
control.

4 The ATSP-ABE Algorithm

The mathematical basis of the ATSP-ABE algorithm is
bilinear mapping. Let q be a large prime number, G1 and
G2 be two multiplicative cyclic groups of order q, p is the
generator of G1, and e : G1 ∗G1 → G2 is a bilinear map.
It has the following properties:

• The Bilinear. For any P,Q,R ∈ G1 and a, b ∈ Zq,
there are:

e(P ·Q,R) = e(P,R)e(Q,R)

e(P a, Qb) = e(abP,Q) = e(P, abQ) = e(P,Q)ab

• The Non Degeneracy. There is P,Q ∈ G1 that makes
e(P,Q) 6= 1, among them, 1 is the generator of the
multiplicative cycle group G2.

• The Computability. For all P,Q ∈ G1, there is a
valid algorithm for the calculation of e(P,Q).

The ATSP-ABE algorithm consists of four parts. They
are system settings, encryption algorithms, user private
key generation and decryption algorithms, described as
follows:

System setting. The algorithm selects a bilinear multi-
plicative cyclic group G1 with a prime order q and a
generator p. Let e : G1 ∗G1 → G2 represents a bilin-
ear map. The AAC selects two random parameters
a1, b1 ∈ Zq, and generates the first master key as:

MK1 = {b1, pa1}.

The first public key is as:

PK1 = {G1, p, η1 = pb1 , e(p, p)a1}.

The DO selects two random parameters a2, b2 ∈ Zq,
and generates the second master key as:

MK2 = {b2, pa2}.

The second public key is as:

PK2 = {G1, p, η2 = pb2 , e(p, p)a2}.

The system setting also selects a random parameter
ε0 ∈ Zq for later use.

Encryption algorithm. In the case of access tree struc-
ture, ATSP-ABE algorithm encrypts information M .
Select two random parameters µ1, µ2 ∈ Zq and select
two polynomials gL(x), gR(x) to represent access the
left subtree and the right subtree respectively. Sup-
pose that the leaf node set of accessing the left sub-
tree is W , which Aλ is the permission access attribute
node for accessing the right subtree. The att(w) is a
function of the attribute that w is a leaf node and is
associated with a leaf node X in the access tree. The
algorithm uses a hash function H : {0, 1}∗ → G1,
and describes any attribute on a bilinear map as a
binary string of random elements. The access tree
generates the ciphertext as:

CT ={TL, C̃ = Me(p, p)a1,µ1e(p, p)a2,µ2 ,

C1 = ηµ1

1 , C2 = ηµ2

2 ,

∀w ∈W : Cw = pgw(0) , C ′w = H(att(w))gw(0) ,

∀λ ∈ Aλ : Cλ = pµ2 , C ′λ = H(att(w))µ2}.

User private key generation. Including the private
key of the feature attribute and the private key of
the license attribute, respectively calculated as fol-
lows: The AAC algorithm inputs the attribute set Au
of the user u, and generate a key for the attribute set.
The algorithm selects a random number ε ∈ Zq and
εj ∈ Zq and selects the random number j ∈ Au for
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the feature attribute. The feature attribute private
key is as follows:

SK1 ={D1 = P (a1+ε)/b1 ,

∀j ∈ Au : Dj = pε ×H(j)εj , D′j = pεj}.

The data owner DO’s algorithm enters the user’s per-
mission access attribute and outputs the private key
of the license access attribute. The algorithm selects
a random number ε0 ∈ Zq and ελ ∈ Zq for the user.
The private key of the license access attribute is as
follows:

SK2 ={D2 = P (a2+ε0)/b2 ,

Dλ = pε0 ×H(att(λ))ελ , D′λ = pελ}.

It then executes the above two-part algorithm, and
generates the user private key as:

SK = (SK1, SK2).

Decryption algorithm. Including decryption access to
the left subtree and the right subtree. The first part
is the decryption process of accessing the left sub-
tree, which is the same as the CP-ABE algorithm
and represtents by A1.

A1 = DecryptNode(CT, SK1, w)

= e(p, p)εµ1 .

M1 = Decrypt(CT, SK1)

= C̃/(e(C1, D1)/A1)

= C̃/e(p, p)a1,µ1

= Me(p, p)a2,µ2 .

The second part is the decryption process of accessing the
right subtree and represtents by A2. Finally we can get
the ciphertext shown as below:

A2 = DecryptNode(CT, SK2, λ)

=
e(Dλ, Cλ)

e(D′λ, C
′
λ)

=
e(pε0 ×H(att(λ))ελ , pµ2)

e(pελ , H(att(λ))µ2)

= e(p, p)ε0,µ2 .

M2 = M1/(e(C1, D2)/A2)

= M1/e(p, p)
a1,µ2

= M.

5 Security Proof

The security analysis is mainly composed of the following
four aspects: full control of shared data, prevention of
user key leakage, untrusted third party organizations, and
data confidentiality analysis.

Full control of shared data: With the help of the li-
cense access properties, the data owner DO can fully
manage their data resources. The branch in the right
subtree in the CP-ABE scheme is the OR node and
its n ID attribute nodes, which are assigned to each
user and easily burden the key calculation. When the
algorithm needs to determine the access tree struc-
ture, branches with the ”OR” node as the root node
in the right subtree, including its n ID attribute
nodes, are pruned, and the branch is designed for
the right subtree design permission access attribute.
This can not only meet the data owner DO control
shared data requirements, but also reduce the com-
putational overhead and improve the efficiency of the
ATSP-ABE access control scheme.

Preventing user key abuse: This problem is solved by
means of user private key separation, and the data
owner DO can immediately suspend any user shar-
ing data. The data owner DO still controls the final
step of decrypting the ciphertext. The license access
attribute is continuously updated to ensure the se-
curity of shared data. At the same time, access tree
pruning also reduces the computational overhead of
encryption and decryption, enabling users to access
required data more efficiently and quickly, and easy
to implement data sharing.

untrusted third party organizations: The data
owner DO can entrust a semi-trusted organization
to complete the revocation task. The data owner
DO personal information is based on the proxy
re-encryption method and is transparent to the
organization’s transmission. The user attribute
undo operation may revoke one or more attributes
owned by the user without affecting the current
attributes of other users. The revocation will cause
a large number of key update operations, and the
user and ciphertext encrypted with the expired
public key need to be updated. This paper uses the
platform server PS or other service system to solve
the problem. When the user attribute revocation
occurs, the attribute authorization center AAC
passes the information to the platform server PS to
directly revoke the user attribute. When the user
wants to access the encrypted data, the platform
server PS firstly checks the attributes of the user. If
the platform server PS determines that the user’s
attribute does not satisfy the access policy, the user
will not be assigned an encrypted data key.

Data confidentiality: The data confidentiality is ana-
lyzed by the following scheme, which proves that the
scheme satisfies the indiscernibility of the message
under the assumption of DBDH. The mathematical
basis of the security analysis is the Decision Bilinear
key exchange algorithm DBDH [5](Decisional Bilin-
ear Diffie-Hellman) hypothesis. It is assumed that
α, β, γ, z ∈ Zq is uniformly selected and G1 is a group
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whose prime order q and the generator element is
p. The DBDH assumption means that an attacker
cannot distinguish tuples (pα, pβ , pγ , e(p, p)αβγ) and
(pα, pβ , pγ , e(p, p)z) in a polynomial time with a non-
negligible advantage.

Theorem 1. Under the security model of DBDH hypoth-
esis, if an attacker can destroy the model of the algorithm
with a non-negligible advantage, and then we can con-
struct a simulator to solve the DBDH problem.

Proof. Suppose that attacker I can attack the algorithm’s
model in a polynomial time with a non-negligible advan-
tage ε. We set up a simulator E, which can perform the
DBDH match with the advantage ε/2. The simulator E
is set to:G1, G2 is a valid bilinear map e with generator p
and DBDH instance (pα, pβ , pγ , e(p, p)z), where Z = αβγ
or random. The simulator operates as follows:

1) Initialization: Attacker I selects a challenged access
structure T ∗ and sends it to Simulator E.

2) Setting: Simulator E sets the parameter Y =
e(A,B) = e(p, p)αβ to select the random parame-
ter δ ∈ Zq and sets the parameter η = pδ, ϕ = p1/δ .
Send public parameters to attacker I.

3) Search 1: The private key that the attacker I re-
quested from the simulator E to set the attribute.

wi = {αi|αi ∈ Ω ∩ αi /∈ T ∗ ∪ Uλ}.

Simulator E selects a random function Fsk for the at-
tribute authorization center AAC, It sets the param-
eters yk,u = Fsk(λ), Where λ is the user permission
access attribute. Selecting parameter r, sk ∈ Zq, set-
ting parameter D = p(yk+yk,u+r)/δ. If attribute αi ∈
wi, it sets parameters Dαi = prH(αi)

rαi , D′αi = prαi ,
and sends the private key to attacker I.

4) Challenge: Attacker I submits a challenge attribute
and two challenge messages M0,M1 to Simulator E.
We assume that attacker I never asks for the pri-
vate key in the Search 1 setting. The simulator E
randomly selects β ∈ {0, 1}, and encrypts the infor-
mation as:

Mβ : CT =(T ∗, C̃ = MβZ,C = ηα,

∀i ∈ T ∗ : Ci = pαi , C ′i = H(i)αi).

According to the encryption algorithm in the ATSP
scheme, we set the root node τ for the challenge ac-
cess tree T ∗. The simulator E sends ciphertext to the
attacker I. If Z = e(p, p)αβγ , we implicitly set τ = c,
that is Y τ = Z = e(p, p)αβγ and C = ηc, Ci = pci . It
shows that the ciphertext is a valid random encryp-
tion of the information M . Otherwise, if Z = e(p, p)z

for a random z, C̃ = Mβe(p, p)
z. From the perspec-

tive of the attacker I, CT is a random element of G2,
and the ciphertext does not contain information Mβ .

5) Search 2. It performs the same operation as Search
1.

6) Conjecture. The attacker I submits β′ of the guess β.
If β = β′, the simulator E will output 0, indicating
Z = e(p, p)αβγ , otherwise the simulator will output 1
to indicate that the attacker I has not obtained any
information of the encrypted Mβ .

• If β′ 6= β, then there is

Pr[β
′ 6= β|Z = (p, p)z] = 1/2.

• If β′ = β, we define the advantage of the attacker I
as ε, and there is

Pr[β
′ = β|Z = (p, p)αβγ ] = 1/2.

• Therefore, the advantage of the simulator E in the
DBDH match is

Adv = Pr[β
′ = β]− 1/2

= 1/2 · (Pr[β′ = β|Z = (p, p)αβγ ]

+ Pr[β
′ = β|Z = (p, p)z])− 1/2

= ε/2.

Only when the attribute settings satisfy the access policy,
the user can decrypt and get the encrypted information of
the scheme. The ATSP-ABE model is proved to be safe
by DBDH hypothesis theory.

6 Results and Discussion

6.1 Analysis of the Pruning Results of
the Access Tree

The ATSP-ABE scheme by using the pairing-based cryp-
tography PBC (Pairing-Based Cryptography) library ver-
sion 0.4.18. The experiment in this paper was carried out
by using a PC with a dual-core 3.1GHz, Intel Core i7-
6500U CPU, 16GB RAM, and 64-bit Win10 operating
system. The experimental data set of this paper is the
blood transfusion service center data set in the UCI ma-
chine learning database. The data set is moderately sized,
and the access tree is not overly complex, facilitating
pruning and is suitable for simple and intuitive descrip-
tions. The blood service center has 748 user data, includ-
ing 5 attributes. The category attribute is category, and
the remaining attributes are represented by A1, A2, A3,
A4 respectively. Their meanings are as follows:Category
indicates whether blood was donated in March 2007. A1

indicates the number of months since the last donation.
A2 indicates the total amount of donations. A3 indicates
the total number of months of blood donation. A4 indi-
cates the total amount of blood donation (c.c.).
In this paper, the independent pruning dataset is used
to randomly extract the user data, and 60.70% of the
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Figure 4: Training data set classification

Figure 5: Pruning data set classification

users are selected as the training dataset, and the remain-
ing 39.30% of the users are used as the pruning dataset.
The decision tree generated by the user’s feature attribute
data is shown in Figure 4 and Figure 5. Figure 4 shows
the classification of the training set, and Figure 5 shows
the classification of the pruning set. Since the decision
tree selected in this paper is not complicated, the sum of
the leaf nodes and the depth of the tree is less than 10,
which can reduce the proportion of the complexity of the
decision tree when calculating the pruning performance.
This paper adjusts the weight distribution to 45% 45%
and 10%. The pruning performance is calculated as fol-
lows:

P (T ′) = 0.45m(T ′) + 0.45r(T ′) + 0.1f(T ′).

The nodes in the decision tree are represented as Nt(t =
0, 1, 2, ..., n). The pruning performance of the subtree
formed after removing the node Ni from the decision tree
is expressed as P (T ′Ni). The classification accuracy of
the nodes i on the pruning set and the training set can
be obtained and as shown in Table I, and Table II shows
the leaf nodes, classification accuracy m(T ′), classification
balance r(T ′), tree complexity f(T ′) and corresponding
pruning performance P (T ′) of candidate subtrees.

The algorithm uses these seven subtrees as candidate
pruning subtrees and compares their pruning performance
in bottom-up order. The candidate subtree has the best
pruning performance, and the subtree is used as the fi-
nal decision tree. The algorithm first prunes the branch
from the original decision tree with node N5 and replaces
it with a leaf node.The pruning branch N1 of the node
is then replaced with a leaf node. The decision tree ob-
tained using the REP pruning method is shown in Fig-
ure 6. The pruning performance method used in the pa-
per obtains the decision tree after pruning, as shown in
Figure 7. Compared to Figures 6 and 7, the decision
tree generated by the pruning performance method used
herein reduces the two leaf nodes compared to the REP
pruning method. Reduce the size and complexity of the
tree, making the structure of the access tree more con-
cise and understandable.As shown in Table 4, the prun-
ing performance method was 11.21% higher than the REP
pruning method in the classification accuracy rate of cat-
egory 1. While improving the classification accuracy, the
goal of the access tree structure is more concise and the
computational complexity is reduced.
The access left subtree TA is composed of user feature at-
tributes and is managed and controlled by the attribute
authorization center AAC. The access right subtree TID
consists of the attributes of the user data, and the last
step of decryption is controlled by the data owner. In
order to select the donors in March 2007 from the user
data set and grant them special permissions, the access
tree structure constructed using the CP-ABE algorithm is
shown in Figure 8. The access tree structure expression
is as follows: (”A1 ≤ 6.5”AND”A2 > 4.5”AND”A3 ≤
45.5”AND”A4”)AND(”ID1”OR”ID2”OR...”ID748”).
Firstly, it is necessary to determine whether the feature
attribute of the user satisfies the access to the left sub-
tree. If the feature attribute of the user satisfies (”A1 ≤
6.5”AND”A2 > 4.5”AND”A3 ≤ 45.5”AND”A4”) the
four attributes at the same time, the user feature at-
tribute satisfies the left subtree. It is necessary to
determine whether the user ID attribute is satisfied
(”ID1”OR”ID2”OR...”ID748”). If the user ID attribute
satisfies any one of them, the user’s ID attribute satis-
fies the right subtree. When the user’s attributes sat-
isfy the left and right subtrees successively, the user can
be granted special permissions. If the user attribute at-
tribute is not satisfied, it is not necessary to judge the ID
attribute, determine that the user does not satisfy the ac-
cess structure, cannot access the data resource, and does
not assign special rights to the user. If the user already
has the special right, the user is revoked special permis-
sion. If the user feature attribute is satisfied TA but not
satisfied TID, the user still cannot access the data re-
source and cannot assign the user special permission. Be-
cause the DO controls the final step of decryption, the
data owner DO can control their data resources.
The access tree constructed using the ATSP-ABE algo-
rithm is shown in Figure 9. In the access structure of
the CP-ABE algorithm, TA is improved to TL, and TID
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Table 2: The taxonomy veracity of the node i on the pruned and trained set

Node N0 N1 N2 N3 N4 N5 N6 N7 N8

m(i) 73.81% 87.95% 55.47% 85.37% 90.48% 64.62% 76.19% 55.88% 87.10%

m(i)′ 77.75% 90.23% 66.53% 100.00% 83.06% 60.00% 73.68% 75.47% 51.39%

Table 3: The Performance of the candidate subtree

Candidate Subtree Leaf Node m(T ′) r(T ′) f(T ′) P (T ′)

T ′m N3N4N6N7N8 81.61% 85.51% 100.00% 85.20%

T ′N5
N3N4N5N6 80.25% 91.26% 90.00% 86.18%

T ′N1
N1N6N7N8 65.29% 90.52% 90.00% 79.11%

T ′N5N1
N1N5N6 80.28% 96.31% 80.00% 87.47%

T ′N5N2
N2N3N4 73.80% 86.31% 80.00% 80.05%

T ′N5N2N1
N1N2 73.80% 91.32% 70.00% 81.30%

T ′N5N2N1N0
N0 73.81% 94.93% 0.00% 75.93%

Figure 6: The REP pruned method

is improved to TR. In the left subtree of the CP-ABE
access structure. The decision tree is used to classify
users, which improves the complexity of managing user
attributes one by one. The pruning performance is pro-
posed, and some feature attributes in the access tree are
pruned to make the access tree The structure is more
concise. Finally, the access tree structure prunes the two
feature attributes A3 ≤ 45.5 and reducing the number of
leaf nodes accessing the left subtree. Accessing the right
subtree prune all of the user’s 748 ID attribute nodes, re-
placing them with the permission access attribute node.
The data owner controls the final step of decrypting the
data, therefore, the access tree structure is made more
concisely without affecting the performance of the algo-
rithm, and reduced the computational complexity of the
algorithm.

Figure 7: The pruned performance method

Figure 8: Transfusion user data set of CP-ABE access
tree structure

Figure 9: Transfusion user data set of ATSP-ABE access
tree structure
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Table 4: Classification accuracy of decision trees after pruning

Correct quantity Number of errors Accuracy(%)

Pruning Category 0 265 23 91.76

performance Category 1 42 92 31.35

method total 307 115 72.75

REP Category 0 284 4 98.60

Pruning Category 1 27 107 20.14

Method total 311 111 73.69

6.2 Performance and Experimental Anal-
ysis

The performance of the ATSP-ABE scheme and the two
typical ABE attribute schemes are compared in terms of
system settings, private key generation, ciphertext size,
attribute revocation, encryption and decryption, as shown
in Table 5. Where n represents the number of system at-
tributes, L∗ represents the bit length of the element in ∗,
Au represents the number of attributes associated with
the user, Ac represents the number of attributes associ-
ated with the ciphertext, AID represents the number of
attributes associated with the user ID, and Nu represents
the number of attributes. The number m is the size of
the decryption key. The next step is to analyze the setup
phase, user private key generation phase, ciphertext size,
encryption and decryption algorithms phase.

Setup phase. DO defines the underlying bilinear map
and generates the master key MK and the public key
PK. The computational overhead of the ATSP-ABE
system setup is less than the n-order multiplication
of the bilinear group G1, generating a master key
MK requires a power operation. Generating a pub-
lic key PK requires a power operation and a bilinear
pair operation. The attribute authorization center
AAC and the data owner DO each need to generate
a pair of master key and public key, so the system set-
ting phase requires a total of two power operations
and two bilinear pair operations, wherein the bilin-
ear pair is undoubtedly consuming the most time.
The calculation overhead of the system setting of the
ATSP-ABE scheme is the same as that proposed by
Yang et al. [16].

Private key generation phase. The private key gen-
eration includes two parts: the feature attribute pri-
vate key generation and the permission access at-
tribute private key generation. The computational
cost of this operation is the 2(Au + 1)-order multi-
plication of bilinear groups G1. Generating a pri-
vate key requires four power operations, one hash
operation and one multiplication operation. The pri-
vate key SK needs to be generated separately for
the feature attribute and the permission access at-
tribute, so the private key generation requires a total

of eight power operations, two hash operations and
two Submultiplication operation. The impact of the
access tree structure of the ATSP-ABE scheme on
the private key generation is to access the leaf node
pruning part in the left subtree and the part that ac-
cesses the user permission attribute in the right sub-
tree to generate the private key. Through the ATSP-
ABE pruning method, the access to the left subtree
prunes off some of the feature attribute nodes, so
the attribute attribute managed by the attribute au-
thorization center AAC is reduced so that the user
private key generated by the attribute authorization
center AAC is reduced. Accessing in the right sub-
tree Did becomes Dλ, and D′id becomes D′λ, so the
calculation overhead of the user license attribute gen-
erating private key portion is reduced, thereby reduc-
ing the calculation overhead of the overall private key
generation.

Ciphertext size. The ciphertext consists of a access
tree, a header file, and a message body. The header
file for each data consists of a collection of attributes
consisting of 2(Au+1) elements of G1. Generating ci-
phertext requires two multiplication operations, two
bilinear pair operations, two hash operations, and
eight power operations. Due to the pruning process
of the access tree structure, Cid in the information
body becomes Cλ, and C ′id becomes C ′λ which re-
duces the computational overhead of the process of
generating the information subject in the ciphertext,
and is simplified after accessing the pruning process
of the left subtree structure.Reducing the computa-
tional overhead of the entire ciphertext generation
process.The summary analysis can be concluded that
the computational overhead of generating the cipher-
text size of the ATSP-ABE scheme is reduced by
(nAc−2Au−1)LG1

+LG2
compared to the computa-

tional overhead of Yang et al. [16], and the computa-
tional overhead is reduced by compared to Water et
al. [26].

User attribute revocation phase. User attribute re-
vocation includes re-generation and private key of
all users, as well as ciphertext update operations.
Among them, the user attribute revocation requires
a thirteenth power operation, three bilinear pair op-
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Table 5: Analysis and comparison of ATSP-ABE and two attribute encryption ABE schemes

Mechanism Waters et al. [26] Yang et al. [16] ATSP-ABE

Structure Linearity Tree Pruned tree

Complexity hypothesis Group model DBDH DBDH

Revocation category System attribute revocation, User revocation, User attribute revocation

System settings 3LG1
+ LG2

nLG1
nLG1

Private key generation (1 + n+Au)LG1
2(Au +AID)LG1

2(Au + 1)LG1

Ciphertext size (1 + nAc)LG1 + LG2 2(Au +AID)LG1 2(Au + 1)LG1

Attribute revocation (1 + 3nAc)LG1
+ 2LG2

2Nu(Au + AID)LG1
+

nLG2

2Nu(Au + 1)LG1
+ nLG2

Encryption (1 + 3nAc)LG1
+ 2LG2

(n+m+ 1)LG1
+ 2LG2

(n+ 1)LG1
+ 2LG2

Decryption (1 + n + Ac)Le + (3Ac −
1)LG1

+ 3LG2

2Le + (m+ 1)LG1
+ 2LG2

2Le + 2LG2

Advantage The proxy re-encryption
technology.

The fine-grained access
control.

The DO can fully con-
trol the shared data,
achieve the fine-grained
access control, and owns
high DO management
attributes.

Disadvantage No proof of the security
under standard complex-
ity assumptions, the third
party and the AAC need
to remain online.

The third party and the
AAC need to remain on-
line, the DO management
attributes are not efficient.

The third party and the
AAC need to remain on-
line.

erations, three hash operations and three multipli-
cation operations. Due to the ATSP-ABE pruning
process on the access tree structure, the computa-
tional overhead of the system setup phase, the private
key generation phase and the ciphertext size phase
is reduced, so the computational overhead in the
user property revocation process is also inevitable.
The analysis shows that the computational overhead
of the user attribute revocation of the ATSP-ABE
scheme is reduced by 2NuAIDLG1

compared to the
computational overhead of Water et al. [26].

Encryption and decryption phase. When the infor-
mation M needs to be encrypted under the condition
of accessing the tree, the ciphertext CT is decrypted.
The decryption operation includes two operations of
accessing the left subtree and accessing the right sub-
tree.The decryption algorithm for accessing the left
subtree requires five bilinear pair operations, three
multiplication operations, and two power operations.
The decryption algorithm for accessing the right sub-
tree requires two bilinear pair operations, five power
operations, one multiplication operation, and two
hash operations. Therefore, the total decryption al-
gorithm requires a total of seven bilinear pair oper-
ations, four multiplication operations, seven power
operations, and two hash operations. The ATSP-
ABE scheme changes the access tree structure by

pruning the access tree, reduces the complexity of
the tree access structure, and reduces the compu-
tational overhead of accessing the right subtree en-
cryption and decryption process. The ID-based key
creation time is approximately 14-18ms. Accessing
the right subtree during the encryption and decryp-
tion process eliminates the creation time of the user
ID attribute, thereby reducing the computational
overhead of encryption and decryption. Perform-
ing the comprehensive coefficient pruning method for
accessing the left subtree reduces the subtree leaf
node set W, reduces the size of the ciphertext gen-
erated during the encryption process, and reduces
the computational overhead when decrypting the ci-
phertext.The computational overhead of the encryp-
tion operation of the ATSP-ABE scheme is reduced
by n(3Ac− 1)LG1 compared to the scheme proposed
by Waters et al. [16], and the scheme proposed by
Yang et al. [26] is reduced by mLG1

. Similarly, the
computational overhead of the decryption operation
of the ATSP-ABE scheme is reduced by (n + Ac −
1)Le + (3Ac − m − 2)LG1 + LG2 compared to the
scheme proposed by Waters et al. [16] which reduces
the compared to the scheme proposed by Yang et
al. [26], compared to the two classic ABE schemes,
ATSP-ABE scheme takes less time to execute, reduc-
ing the computational overhead of 2AIDLG1

size in
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total, which is quite feasible for practical implemen-
tation.

This paper compares the three access structures of linear
tree and pruning trees. Compare the ATSP-ABE algo-
rithm with two typical ABE algorithms at the same secu-
rity level and the same environment, and give quantitative
conclusions. As shown in the experimental results in Ta-
ble 6, when n = 3, our decryption algorithm execution
time is one-fifth of Waters et al. [16], which is one-half of
the text Yang et al. [26].The complexity of the access tree
structure largely affects the computational overhead in
the ABE algorithm. The encryption and decryption time
of the algorithm depends to a large extent on the specific
access structure and the set of attributes involved.

7 Conclusion

This paper proposes an access control scheme ASTP-ABE
for cloud computing, which is based on CP-ABE to reduce
access control policy access tree structure. Access the
right subtree to prun the branch of the user ID attribute
and design the permission access attribute to replace this
branch with a leaf node. Accessing the left subtree gen-
erates a decision tree through the data of the user feature
attribute. The algorithm selects the optimal pruning sub-
tree as the result of pruning, and finally prunes the feature
attributes in the left subtree, which are simplified in the
decision tree. Simplify the pruned access tree structure
and improve the efficiency of DO and AAC management
and control attributes in the access policy.
In the environment of cloud computing, our solution can
achieve complete control of shared data, with the help of
permission access properties, DO can fully manage their
data resources. Secondly, DO still controls the last step of
decrypting ciphertext. In the cloud computing scenario, it
can ensure that user key abuse is prevented.To solve this
problem, DO can immediately terminate any user sharing
data by means of user private key separation. Nextly, un-
trusted third-party DO can entrust semi-trusted organi-
zation to complete revocation task. DO’s personal infor-
mation is based on proxy re-encrypted method, which is
transparent to the transferred organization. Finally, un-
der the assumption of DBDH, our scheme satisfifies the
indistinguishability of messages and ensures the confifi-
dentiality of data in cloud computing environment.
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