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Abstract

Aiming at the problem that DNNs-based text classifica-
tion systems are vulnerable to adversarial example at-
tacks, a method of adversarial example generation for
Chinese text classification, WordHit, is proposed. In
this method, we use the morphological and phonolog-
ical features of Chinese characters to establish a pool
of similar characters and homophones, find important
words or phrases that affect classification by removing
non-contributing clauses and calculating word importance
scores and design a modification strategy that combines
word sound and word form to generate adversarial exam-
ples to achieve a black-box attack on Chinese text classi-
fication models. The word-CNN model and the BiLSTM
model are used to verify the effectiveness and versatil-
ity of different classification tasks. It is proved that the
adversarial example generated by this method can be ef-
fectively transferred to the BERT model and the actual
deployed sentiment analysis system.

Keywords: Adversarial Examples; Black-box Attack; Chi-
nese Character Characteristics; Chinese Text Classifica-
tion; Deep Neural Networks

1 Introduction

In recent years, Deep Neural Networks (DNNs) [19] have
been widely used in many fields such as computer vision,
speech recognition and natural language processing, how-
ever, Szegedy et al. [15] found that these neural network
models are exceptionally vulnerable to adversarial exam-
ple attacks. To address the security problem, many adver-
sarial example generation methods such as FGSM (Fast
Gradient Sign Method) [5], Deepfool [10], C&W [1], and
PGD (Project Gradient Descent) [9] have been proposed

one after another. However, most of these methods are
targeted at images [17], and the discrete properties of text
and metrics different from those of images make these
methods not directly applicable to text. In the textual
domain, Papernot et al. [11] first proposed to generate ad-
versarial examples, where the authors used FGSM to find
adversarial perturbations to modify the word vector, how-
ever, the modified word vector may not have words corre-
sponding to it, so the authors used a specific dictionary to
select words to replace the original words. Although the
mapping problem is solved, more words unrelated to the
original word are introduced, resulting in grammatical er-
rors. In addition, Samanta et al. [14] used FGSM to locate
important words and created a candidate pool for each
word in advance, and then modified the first k important
words using three strategies: insertion, replacement and
deletion. However, there may be some important words
without candidates in the actual input. The above two
methods are performed in a white-box scenario [20], and
Gao et al. [3] studied the adversarial example generation
method in a black-box scenario [4, 6, 7] and proposed the
DeepWordBug algorithm. The algorithm uses the out-
put of the model to find the keywords in the original text
by the word importance calculation function, and then
generates adversarial examples using insertion, deletion,
replacement and exchange of characters. Ren et al. [13]
proposed a greedy algorithm for word-level attacks by first
determining the keywords to be replaced by Probability
Weighted Word Saliency (PWWS) to determine the or-
der of keywords to be replaced, and then use WordNet to
find synonyms to generate adversarial examples. Similar
to Ren et al. Zang et al. [18] proposed a word-level attack
algorithm based on sememes, which can generate more di-
verse adversarial examples by finding the words with the
same sememes corresponding to each word in the original
sample through HowNet and then using a particle swarm
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algorithm to optimize the combination of candidate words
in the discrete space.

The above adversarial example generation methods are
designed based on English text and have not been stud-
ied for Chinese text, and certain character-level modifi-
cation strategies are not applicable to Chinese. Wang et
al. [16] first proposed an adversarial example generation
method for Chinese, and they used a pre-trained substi-
tution model and word importance calculation function
to determine the keywords to be replaced, and used ho-
mophones for replacement. Since the method only uses
the phonetic features of Chinese characters for keyword
replacement, the features are not fully utilized and the
modification strategy is relatively single. Based on the
above research work, we propose an adversarial example
generation method WordHit for Chinese text, which con-
structs a candidate pool by analyzing the word form and
phonetic features of Chinese characters, then calculates
the important words affecting the model classification by
a new screening algorithm of important words or phrases,
and finally modifies the important words using a modifi-
cation strategy that combines word sound and word form
to generate adversarial examples. A word-level black box
attack against Chinese text under a multi-scene classifi-
cation task is effectively implemented. The main contri-
butions of this paper are follows.

1) WordHit, an adversarial example generation method
for Chinese text, is proposed to generate adversarial
examples by only slightly modifying the original text
without the need to understand the target model pa-
rameters. It can interfere with classification tasks of
multiple scenarios, such as sentiment analysis, spam
classification and news classification.

2) Candidate pools of similar characters and homo-
phones are established for Chinese texts, and the
candidate words maintain high semantic similarity
with the original words, which can effectively ensure
the quality and diversity of the generated adversarial
examples.

3) A new filtering method for important words or
phrases is designed, which can effectively identify the
key words affecting the model decisions under differ-
ent classification tasks, reduce the modification rate,
and generate adversarial examples at a smaller cost.

4) Experiments on real datasets using WordHit to at-
tack word-CNN and BiLSTM in the sentiment anal-
ysis task reduce the model accuracy to below 50%,
and the attack effectiveness is better than baseline
methods. In the spam classification task and news
classification task, it also reduces the model accu-
racy to around 50%, demonstrating the generality of
the adversarial example generation algorithm. In ad-
dition, the transferability of adversarial examples is
successfully exploited to attack BERT and two actu-
ally deployed sentiment analysis systems.

The rest of this article is organized as follows. The text
adversarial example is described and defined in detail in
Section 2. The adversarial example generation method
WordHit is introduced in Section 3. In Section 4, exper-
iments are conducted on four real datasets. Finally, the
conclusion of the paper is given in Section 5.

2 Text Adversarial Examples

Given a data set X = {x1, x2, . . . , xn} with n texts and a
set of corresponding n labels Y = {y1, y2, . . . , yn}. A pre-
trained natural language classification model F , which
needs to learn the mapping f : X → Y from the input
text x ∈ X to the label y ∈ Y. Finally, it can classify the
original input text x to the true label ytrue as much as
possible, as shown in Equation (1):

argmax
yi∈Y

P (yi | x) = ytrue . (1)

Under normal circumstances, an adversarial example x′

is generated by adding a small disturbance r to x. The
adversarial example will cause model F to give a wrong
label, as in Equation (2):

argmax
yi∈Y

P (yi | x′) ̸= ytrue . (2)

At the same time, the disturbance is required to be imper-
ceptible to the human eye ,which means it will not cause
significant changes in semantics, ensuring that humans
can still understand the meaning of the original text. So
the adversarial example can be defined as in Equation (3):

x′ = x+ r, ∥r∥p < ϵ,

argmax
yi∈Y

P (yi | x′) ̸= argmax
yi∈Y

P (yi | x) . (3)

In Equation (3), ∥r∥p defined in Equation (4) uses p-norm
to represent the constraint on perturbation r, and L0, L2

and L∞ are commonly used.

∥r∥p =

(
n∑

i=1

|w∗
i − wi|p

) 1
p

. (4)

In Equation (4), the original input text is expressed as
x = w1w2 . . . wi . . . wn, where wi ∈ D is a word and D
is a dictionary of words. In order to make the perturba-
tion small enough to be undetectable by humans, the tex-
tual adversarial examples need to satisfy word constraints,
grammar constraints, and semantic constraints. The word
constraint requires that the modified word cannot be the
wrong word, the grammar constraint is to ensure the
grammatical correctness of the adversarial example, and
the semantic constraint ensures that the generated ad-
versarial example should retain the original semantic in-
formation. To satisfy the above constraints, homophones
and similar characters are used to achieve modification of
Chinese text, and a maximum modification threshold σ is
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set to constrain the modification magnitude of the adver-
sarial examples. Thus, the effective adversarial example
x′ can be further expressed Equation (5).

F (x′) ̸= F (x),Cost (x′, x) ≤ σ. (5)

where Cost (·) is the cumulative frequency of text modi-
fication.

3 WordHit

DNNs-based text classification system classifies text
based on its features, not every word plays the same role in
the classification label, some key words closely affect the
classification result, and changing key words can largely
change the original classification label. In this paper, we
visit the target model to locate the keywords that affect
the classification. The specific process is shown in Fig-
ure 1.

 Begin

Input

Removal of non-

contributing 

clauses

Calculating word 

importance scores

Establish candidate pools 

of similar characters and 

homophones

 Modified with the homophones 

and similar characters

Does the label change?

No

Yes

Access to the target 

model

End

Output adversarial 

examples

Figure 1: Adversarial example generation process

The process is described as follows.

① Establish candidate pools of similar characters and
homophones: analyze the character shape and pho-
netic characteristics of Chinese text, and establish a
candidate pool of similar characters and homophone
candidates for each Chinese character.

② Removal of non-contributing clauses: The original
text is divided into clauses, and the result of remov-
ing each clause in turn is input to the target model
to obtain a score relative to the correct label. By
calculating the difference with the original score, the

clauses that do not contribute to the current classifi-
cation label are removed.

③ Calculating word importance scores: The retained
clauses are divided into words and filtered out stop
words, each word is marked as UNK in turn, and then
the marked results are input to the target model,
and the important words or phrases that affect the
classification of the model are ranked by calculating
word importance scores.

④ Modified with the homophones and similar charac-
ters: one important word or phrase is selected at a
time in the order of ranking, and it is modified into
the corresponding word in the candidate pool using
the word sound and word form modification strategy.

The modified results are input to the target model to
obtain the classification labels, and if the labels do not
change, the execution continues ④ until the predicted la-
bels of the target model change or reach the modification
threshold, and the final generated adversarial examples
are output.

3.1 Establish Candidate Pools of Similar
Characters and Homophones

The word level-based text adversarial example generation
method usually requires a candidate pool, and the qual-
ity of the candidate pool determines the quality of the
adversarial example to a certain extent. The degree of
similarity between Chinese characters can be measured
by the sameness or similarity of ”sounds”, or the similar-
ity of ”shapes”. Taking the glyph and phonetic features
of Chinese characters as the analysis object, a candidate
pool is generated for each Chinese character.

3.1.1 Candidate Pool of Similar Characters

In order to analyze the similarity relationship between
characters more flexibly, a simple character similarity
comparison method is designed. Commonly used Chi-
nese characters are obtained from GB1312 area code, and
under a given font, character bitmaps are obtained and
rendered into fixed-size pictures with grayscale values be-
tween 0 and 255 for each pixel point. Each picture is con-
verted into a vector according to the size of the grayscale
value, and the degree of similarity between Chinese char-
acters is analyzed by comparing the Euclidean distance
between two vectors. Following this strategy, for each
Chinese character, the top n characters closest to it can
be found. Table 1 shows the morphological similarities
corresponding to some Chinese characters when n is taken
as 1,2,3.

In order to maximize the perceptual similarity between
the generated candidate pool of similar character and the
original character, the optimal candidate for each char-
acter is obtained by taking n = 1 and adding it to the
candidate pool of similar character. Considering that the
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Table 1: Candidate Pool of Similar Characters and Homophonic Characters Corresponding to Some Chinese
Characters. Ori.(Original words). BS(The best similar characters). TC(Traditional Chinese). SW(Splitting
words).CPoSC(Candidate pool of similar characters). CPoH(Candidate pool of homophones)

simplified and traditional forms of a Chinese character
can represent the same semantic information, the corre-
sponding traditional form of the character is added to
the candidate pool. The splitting of a left-right struc-
ture does not affect human reading, so if the character
has a left-right structure, the split character is added to
the candidate pool as a candidate. The results of the
morphological candidate pool are shown in Table 1.

3.1.2 Candidate Pool of Homophones

Unlike similar characters, a Chinese character often has
many homophones. The homophones are further divided
into two parts: homophones of similar shape and other
homophones. The homophones of similar shape can have
a certain degree of morphological similarity while ensur-
ing similar pronunciation, while the other homophones
only require similar pronunciation. If the candidate pool
does not reach the set capacity, the pinyin and other ho-
mophones of the word are added to the candidate pool.
In the experiment, the maximum capacity of the homo-
phone candidate pool was set to 15, and n was set to 20.
The results of the homophone candidate pool are shown
in Table 1.

3.2 Important Words or Phrases Filter-
ing Algorithm

To ensure the readability and validity of the text ob-
tained after modification, modifying important words or
phrases in the text and controlling the magnitude of the
changes are the basic strategies of text adversarial gener-
ation. Which are the important words and how to locate
them are the problems to be solved by this algorithm.

3.2.1 Remove Non-contributing Clauses

An input sample often contains multiple sentences, but
not every sentence contributes to the classification label.
In order to locate key words more efficiently, meaningless
sentences need to be eliminated. First, the original sam-
ple x is divided into n clauses using punctuation marks
to obtain x = {s1, s2, . . . , sn}. For the i-th clause in the

sequence, the confidence difference (Delete Score, DS) be-
tween the input after removing the clause and the original
input is calculated in turn as shown in Equation (6).

DS (si) = F (s1, . . . , si−1, si, si+1, . . . , sn)

−F (s1, . . . , si−1, si+1, . . . , sn)
(6)

If DS (si) ≤ 0 , then it means that si does not con-
tribute to the current classification label of the sequence
and it is removed from the original input. After n vis-
its to the target model, the final filtered sequence X is
obtained.

3.2.2 Calculating Word Importance Scores

The sequence X obtained by the first filtering operation
contains all the clauses that contribute to the current clas-
sification label. Then, the important words or phrases
that affect the classification in all clauses are found by
calculating the word importance scores. All the sentences
in X are divided and the meaningless stop words are fil-
tered out to obtain: X = {w1, w2, . . . , wi, . . . , wn}. After
marking each word in turn as an unknown character UNK,
it is input to the target model, and the difference between
the original score returned by the target model and the
current score is counted as the importance score of the
word, as shown in Equation (7).

S (wi) = F (w, . . . , wi−1, wi, wi+1, . . . , wn)

−F (w1, . . . , wi−1,UNK, wi+1, . . . , wn)
(7)

Finally, each word is sorted by importance score from
highest to lowest to get the list of words to be modified
X ′.

3.3 Modified with the Homophones and
Similar Characters

Combining the established candidate pool with the list of
words to be modified X ′, a modification strategy T that
combines word sound and word form is proposed. The
specific description is as follows.

(1) Select a word or phrase to be modified in the vocab-
ulary list X ′ in order.
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(2) The corresponding candidate pool of similar charac-
ters and candidate pool of homophones are selected
with probabilities of k

(
k ∈

[
0, 1

])
and 1− k, re-

spectively.

(3) If the pool selected is the candidate pool of simi-
lar characters, the candidate words in the pool are
randomly selected for replacement; If the pool se-
lected is the candidate pool of homophones, the ho-
mophones of similar shape is first selected with prob-
ability j

(
j ∈

[
0, 1

])
, and the pinyin and other

homophones are selected with probability 1− j, and
then the words in the selected range are randomly
selected for replacement.

The complete WordHit algorithm is shown in Algo-
rithm (1).

Algorithm 1 WordHit

Input: Text x; Target classification model F ; Modify
strategy T ; Modify threshold δ
Output:Adversarial example x′

1: Begin
2: x = {s1, s2, . . . , sn}
3: for i = 1, · · · , n do
4: DS (si) = F (s1, . . . , si−1, si, si+1, . . . , sn) −

F (s1, . . . , si−1, si+1, . . . , sn)
5: if DS (si) ≤ 0 then
6: x← Delete si from x
7: end if
8: end for
9: X ← x

10: X = {w1, w2, . . . , wi, . . . , wn}
11: for i = 1, · · · ,n do
12: S (wi) = F (w, . . . , wi−1, wi, wi+1, . . . , wn) −

F (w1, . . . , wi−1,UNK, wi+1, . . . , wn)
13: end for
14: X ′ ← sort wi by descending S (wi)
15: for wi in X ′ do
16: w∗

i = T (wi)
17: x′ ←replace wi with w∗

i in x′

18: if F (x′) ̸= F (x) and Cost (x′, x) ≤ σ then
19: return x′

20: end if
21: end for

4 Empirical Evaluation

4.1 Experiment Setting

Four publicly available datasets were used for validation
and performance evaluation of the WordHit algorithm,
and the specific data information is shown in Table 2.
word-based CNN (word-CNN) [12] and Bi-directional
LSTM (BiLSTM) [8] were used as the target models for
the experiments. Among them, the word-CNN consists of
a 300-dimensional embedding layer, three convolutional

layers and a fully connected layer, and the convolutional
layer consists of 256 convolutional kernels of size 2,3,4
with a step size of 1. The BiLSTM consists of a 300-
dimensional embedding layer, a bidirectional LSTM layer
and a fully connected layer, and the forward and back-
ward directions of the bidirectional LSTM layer consist of
64 LSTM units, respectively. The forward and backward
directions of the bi-directional LSTM layer are composed
of 64 LSTM cells respectively.

4.2 Comparison of Experimental Meth-
ods

Validation of the effectiveness of the WordHit algorithm
on the sentiment analysis task and comparison of two
baseline algorithms: DeepWordBug [6] and WordHand-
ing [16]. The performance of the WordHit algorithm was
evaluated separately on the spam classification task and
the news classification task. In the experiments, the max-
imum modification threshold δ was set to 11 for the news
classification task and 30 for the other tasks, and Word-
Hit selected the strategy of phonological modification for
important words or phrases, setting k to 0.5 and j to
0.6. The experimental results are shown in Table 3 and
Table 4.

For both datasets of the sentiment analysis task,
the model accuracy reduction exceeds that of the base-
line method, indicating that WordHit outperforms Deep-
WordBug and WordHanding in misleading classifiers with
better attacks. As shown by the experimental results of
the spam classification task and the news classification
task, the WordHit algorithm succeeds in both classifica-
tion tasks, bringing down the classification accuracy to
about 50%, proving its generality under multi-scene clas-
sification tasks.

In order to verify the relationship between the accu-
racy of model detection and the modification threshold,
the same experimental setup as the WordHanding algo-
rithm is maintained, and 1000 samples with length greater
than 120 words are selected from the two sentiment analy-
sis datasets respectively, and the adversarial examples are
generated by adjusting different modification thresholds
to investigate the effect of different thresholds on the ef-
fectiveness of the generated adversarial examples. Figure
2 and Figure 3 show the variation curves of the detection
accuracy of the two models with the modification thresh-
old on the Ctrip dataset and the JingDong(JD) dataset,
respectively. The accuracy of the model detection grad-
ually decreases as the modification threshold increases,
i.e., the text has enough modification space to modify the
keywords affecting the classification. Compared with the
baseline method, the WordHit algorithm can reduce the
model detection accuracy significantly by modifying only
a few words, and the attack effect has leveled off when
the number of modified words reaches 15, indicating that
WordHit can minimize the modification of the original
sample and ensure the text readability.
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Table 2: Statistics on the datasets

Dataset Classes Train samples Test samples Average words Task
Ctrip 2 12000 3000 132 Sentiment analysis
JD 2 35000 5000 36 Sentiment analysis

Spam 2 90000 10000 51 Spam classification
THUCNews 10 90000 10000 19 News classification

Table 3: Validation of the algorithm WordHit on sentiment analysis tasks

(a) word-CNN

Dataset Ori acc(%)
Baselines Ours

DeepWordBug WordHanding WordHit
Accuracy(%) Reduction Accuracy(%) Reduction Accuracy(%) Reduction

Ctrip 92.03 77.48 14.55 69.53 22.50 41.07 50.96
JD 91.46 75.04 16.42 70.43 21.03 48.42 43.04

(b) BiLSTM

Dataset Ori acc(%)
Baselines Ours

DeepWordBug WordHanding WordHit
Accuracy(%) Reduction Accuracy(%) Reduction Accuracy(%) Reduction

Ctrip 92.03 77.48 14.55 69.53 22.50 41.07 50.96
JD 91.46 75.04 16.42 70.43 21.03 48.42 43.04

4.3 Adversarial Examples Quality Mea-
surement

To measure the quality of the generated adversarial ex-
amples, the WMD (Word Mover’s Distance) is used to
measure the similarity between adversarial examples and
the original samples. The smaller the WMD, the higher
the semantic similarity. 1000 data and their correspond-
ing adversarial examples are randomly selected from two
datasets for the experiment. The proportion of WMDs in
different intervals is shown in Figure 4.

WordHit algorithm has the largest percentage on the
interval of 0-0.2, which indicates that the adversarial ex-
amples generated by WordHit algorithm have higher se-
mantic similarity with the original samples. The WMD
of the adversarial examples generated by WordHit algo-
rithm in the interval of 0-0.6 accounts for 78.3% of the
data, which is higher than the baseline method, indicat-
ing that most of the generated adversarial examples have
higher quality and can better retain semantic information.
Table 5 shows examples of the adversarial examples gen-
erated using the WordHit algorithm, which can be seen
that the generated adversarial examples retain the origi-
nal semantics and can be understood by humans.

4.4 Human Evaluation

To further explore the impact of the adversarial exam-
ples generated by the WordHit algorithm on human read-
ing, we conducted a human evaluation. The main two
aspects of the evaluation were to assess the accuracy of

human classification of the generated adversarial exam-
ples and to assess the naturalness of the adversarial ex-
amples from the perspective of human perception. This
was done by randomly selecting 100 clean and correspond-
ing confrontation samples from the two sentiment analy-
sis datasets, disrupting the samples and giving them to
volunteers for classification, and giving them a likelihood
score between 1 and 5, the higher the score, the more
likely the human was to write the article. A total of six
volunteers participated in the experiment, and Table 6
shows the evaluation results.

As can be seen from Table 6, although adversarial ex-
amples make the model misclassify, the human classifica-
tion effect is still very good, and the difference between
the classification accuracy and that of the clean samples
is less than 5%, indicating that the adversarial examples
generated by the WordHit algorithm retain the semantic
information of the original text better and do not affect
people’s reading comprehension of the text content. In
terms of the naturalness score, although it is lower than
that of the clean sample, the difference is small, indicating
that the naturalness of the adversarial example is within
the range acceptable to humans.

4.5 Transferability Assessment

In the field of text classification, the transferability of ad-
versarial examples means that the adversarial examples
generated against one classification model can be used to
attack other models as well. Using the transferability of
adversarial examples, adversarial examples can be gener-
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Table 4: Evaluating WordHit performance on spam classification and news classification tasks

Dataset Model Ori acc(%)
WordHit

Accuracy(%) Reduction

Spam
word-CNN 99.86 49.95 49.91
BiLSTM 99.76 49.78 49.98

THUCNews
word-CNN 90.89 53.40 37.49
BiLSTM 90.64 52.79 37.85

Table 5: Examples of original samples and generated adversarial examples
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(b) BiLSTM

Figure 2: The variation curve of detection accuracy with
modification threshold for the adversarial example of
Ctrip review dataset
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(b) BiLSTM

Figure 3: The variation curve of detection accuracy with
modification threshold for the adversarial example of JD
review dataset
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Table 6: Comparison with human evaluation.

Dataset Model Examples Accuracy of model(%) Accuracy of human(%) Score[1-5]

Ctrip
word-CNN

Original 97.00 97.00 4.70
Adversarial 18.00 93.00 3.83

BiLSTM
Original 93.00 97.00 4.70

Adversarial 21.00 93.00 3.83

JD
word-CNN

Original 96.00 98.00 4.50
Adversarial 23.00 95.00 3.95

BiLSTM
Original 95.00 98.00 4.50

Adversarial 25.00 95.00 3.95

Table 7: Results of adversarial examples generated using BiLSTM model to attack other models/systems

Dataset Model/Cloud Platform Ori acc(%)
WordHit

Accuracy(%) Reduction

Ctrip

word-CNN 92.03 57.37 34.66
BERT 91.60 58.40 33.20

Tencent Cloud 87.67 61.40 26.27
Baidu AI 88.43 63.10 25.33

JD

word-CNN 91.46 61.37 30.09
BERT 92.52 62.78 29.74

Tencent Cloud 89.42 65.44 23.98
Baidu AI 88.90 63.78 25.12
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Figure 4: Proportion of the number of samples in different
WMD distance intervals to the total samples

ated on alternative models to achieve a black-box attack
on the target model. To evaluate the transferability of the
adversarial examples generated by the WordHit method,
in addition to the word-CNN model and the BiLSTM
model, the BERT [2] model, and two actual deployed sen-
timent analysis systems (Tencent Cloud Sentiment Anal-
ysis System and Baidu Cloud Sentiment Analysis System)
were additionally introduced. Table 7 and Table 8 show
the results of adversarial example attacks on other mod-
els (systems) generated using the BiLSTM model and the
word-CNN model, respectively. The results show that the
adversarial examples generated by the WordHit algorithm
for both models can be effectively transferred to the other
four models (systems), causing the classification accuracy

of the word-CNN, BILSTM and BERT models to drop by
about 30% and the accuracy of the two sentiment analysis
systems to drop by about 25%.

4.6 Adversarial Training

Adversarial training is a technique to improve model ro-
bustness by adding adversarial examples to the training
set and repeating the training to improve model robust-
ness, which is commonly used in image classification and
can also be used as a means to enhance model general-
ization in natural language processing tasks. To analyze
the effect of adversarial training on classification accuracy,
5000 data items are randomly selected from the Ctrip ho-
tel review dataset, and adversarial examples are generated
as the ensemble A using WordHit on the BiLSTM model.
Several adversarial examples are randomly selected from
the ensemble A and added to the original training set to
evaluate the classification accuracy of the original test set
and the classification accuracy of the adversarial example
test set.

The data in Figure 5(a) show that the adversarial train-
ing helps to improve the accuracy of the classification
model. Figure 5(b) illustrates that when more and more
adversarial examples are involved in the training, the ro-
bustness of the model steadily improves and the classifi-
cation accuracy can be improved to over 80%.

5 Conclusions

Adversarial example generation for Chinese text classifi-
cation models is important for evaluating and improving
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Table 8: Results of adversarial examples generated using word-CNN model to attack other models/systems

Dataset Model/Cloud Platform Ori acc(%)
WordHit

Accuracy(%) Reduction

Ctrip

BiLSTM 90.13 54.33 35.80
BERT 91.60 60.57 31.03

Tencent Cloud 87.67 59.83 27.84
Baidu AI 88.43 62.50 25.93

JD

BiLSTM 92.24 61.52 30.72
BERT 92.52 63.48 29.04

Tencent Cloud 89.42 62.38 27.04
Baidu AI 88.90 64.22 24.68

(a) Accuracy of original sample test set (b) Accuracy of adversarial example test set

Figure 5: Effect of adversarial training on the classification accuracy of original and adversarial examples

Chinese text classification systems. In the WordHit al-
gorithm, we use the word form and speech features of
Chinese characters to construct a candidate pool, find
the keywords or phrases affecting classification by im-
portant sentence screening and word importance calcu-
lation, and design a modification strategy for adversarial
example generation, finally realizing a word-level black
box attack against Chinese text classification models un-
der a multi-scene classification task. The experimental
results show that the adversarial examples generated by
the WordHit algorithm effectively reduce the classifica-
tion accuracy while retaining the semantic information of
the original text with good readability. The vulnerability
of current Chinese text classification models is revealed
by attacking the BERT model and the actual deployed
sentiment analysis system using the transferability of ad-
versarial examples, and the impact of adversarial train-
ing on the classification accuracy of the original test set
and the adversarial example test set is further analyzed.
Therefore, we use this as the basis for our work on the
defense of such attack algorithms in the next phase, and
explore more robust deep learning models and methods.
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