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Abstract

Aiming at the problems of the traditional speech encryp-
tion scheme in cloud storage, such as security risks, exces-
sive communication consumption, low robustness to resist
multiple types of attacks, and low efficiency of the speech
homomorphic encryption scheme, an adaptive speech ho-
momorphic encryption scheme based on energy in cloud
storage was proposed. Firstly, by comparing the thresh-
old of speech energy, the improved Adaboost algorithm
is used to design an adaptive classifier. Then, the speech
data is divided into the sound and silent parts according
to the energy threshold. Secondly, the BGV homomor-
phic encryption algorithm is used to encrypt the sound
part of the information. Then, the Paillier homomorphic
encryption algorithm is used to encrypt the silent part
of the information. Finally, the two parts of ciphertext
are combined to realize ciphertext domain operation and
adaptive decryption. The experimental analysis shows
that the proposed scheme has good encryption and de-
cryption efficiency and low ciphertext expansion and can
resist various attacks (including statistical, entropy, and
chosen-plaintext attacks).

Keywords: Adaptive Classifier; BGV Homomorphic En-
cryption; Homomorphic Encryption; Paillier Homomor-
phic Encryption

1 Introduction

With the rapid development of the cloud storage and In-
ternet technology, more and more users choose to store
multimedia data uploaded to the cloud. Cloud stor-
age separates the ownership and management rights of
data [20,26], which makes the security of multimedia data
and the protection of personal privacy in cloud storage
attract people’s attention [4, 10]. Therefore, ensuring the
security of speech content has become an important re-
search issue. As a standard and an effective technology
to protect the security of digital multimedia information
content, speech encryption plays an important role in the

applications of speech retrieval [18].

At present, common speech encryption methods in-
clude homomorphic encryption [6, 15, 16], chaotic map-
ping encryption [1] (including Lorenz mapping, Logistic
mapping, Henon mapping, etc.), scrambling encryption,
RSA, AES, etc. Since homomorphic encryption can not
only protect data privacy, but also allow the operation of
encrypted data (such as simple addition, subtraction and
multiplication). It can support the extraction of effective
features from encrypted data [20]. By analyzing the full
homomorphic encryption scheme [17] and the applications
of homomorphic encryption, homomorphic encryption is
more and more widely used in the field of data encryp-
tion [9] and multimedia data encryption (such as image
data [25], speech data [6, 15, 16, 20], etc.). Speech homo-
morphic encryption has become one of the key compo-
nents of secure speech storage in public cloud computing.

Adaptive control [13] can automatically adjust the pro-
cessing method, processing sequence, processing param-
eters, boundary conditions or constraints according to
the data characteristics of the processed data to adapt
to the statistical distribution characteristics and struc-
tural characteristics of the processed data, so as to ob-
tain the best processing effect and realize random opti-
mization. When parameters are estimated from massive
speech data according to the optimal scheme, adaptive
control can abandon the local optimal in the solution
space and tends to the global optimal [8], which is more
suitable for massive speech classification in the cloud en-
vironment. In recent years, the multimedia data com-
bined with adaptive algorithms, encryption algorithms
and other methods have made great achievements in the
fields of data encryption [11], image encryption, speech
encryption [23] and video encryption. Adaptive technol-
ogy has also made great achievements in the research of
speech processing fields such as semantic analysis, speech
retrieval [3], audio watermarking, etc. Adaptive encryp-
tion methods can generate speech residual similar to any
other speech signal, which can further protect the secu-
rity of speech data [7,14,21]. Therefore, for the practical
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applications such as speech data security and ciphertext
speech retrieval in cloud storage environment, it is of great
significance to research adaptive homomorphic encryption
methods suitable for the characteristics of speech signals.

To solve the above problems, an adaptive speech ho-
momorphic encryption scheme based on energy in cloud
storage is proposed to ensure the security of cloud data
and adaptive encryption for speech signal characteristics.
The main contributions of this work are as follows:

1) In order to improve the efficiency of the encryption
scheme, the parameters are estimated by comparing
the threshold of speech energy, and an adaptive clas-
sifier is designed to reduce the complexity of low-
energy data encryption and strengthen the robust-
ness against various types of attacks (including sta-
tistical attack, entropy attack, and chosen-plaintext
attack).

2) By using adaptive parameters to classify speech data
based on energy, the original speech data is divided
into multiple data blocks according to the energy
threshold, and the data blocks are numbered. The
strong correlation between adjacent speech blocks is
reduced by different homomorphic encryption for the
data blocks of the sound and silent part respectively.

3) Parallel adaptive encryption and decryption. Differ-
ent homomorphic encryption is carried out for the
speech data of the sound and silent part after the
adaptive selection. Similarly, the parallel decryption
is carried out after the adaptive ciphertext differen-
tiation, which minimizes the amount of computation
while maintaining a certain computational complex-
ity and improves the encryption efficiency of the en-
cryption scheme.

The rest of the paper is arranged as follows. Section 2
analyzes relevant research work in detail. Section 3 gives
the system model of the encryption scheme, and describes
the adaptive speech homomorphic encryption algorithm
and its processing process in detail. Section 4 analyzes the
encryption performance of the encryption scheme. Sec-
tion 5 gives the experimental results and the performance
analysis compared with existing schemes. Finally, we con-
clude our work in Section 6.

2 Related work

Speech encryption is one of the key steps in ciphertext
speech retrieval. In recent years, while exploring homo-
morphic speech encryption [6, 15, 16], chaotic speech en-
cryption [18] and other encryption schemes, many schol-
ars have proposed adaptive encryption technology for
speech data [7, 21] to protect the privacy and security
of data in the cloud environment [19]. At present, the
combination of multimedia data and adaptive methods
has made considerable achievements in image and speech
encryption [25]. Adaptive speech encryption is robust to

multiple types of attackers (including ciphertext attack-
ers and plaintext attackers), it is not an encryption algo-
rithm, but a combination of speech signal processing and
multiple encryption technologies.

Aiming at the security of speech data in cloud stor-
age, Shi [16] proposed a digital speech encryption scheme
based on homomorphic encryption by using the symmet-
ric key cryptosystem (MORE-method) with probability
statistics and complete homomorphism characteristics to
encrypt speech signals, but this scheme has a large ci-
phertext expansion and cannot resist statistical analysis
estimation. In order to solve the above problems, Shi [15]
improved the scheme in 2019 and proposed a probability
statistics addition homomorphic encryption scheme with
small expansion of ciphertext. This scheme limits the ex-
pansion of ciphertext data and resists statistical analysis
attacks. Imran [6] proposed the El-Gamal speech homo-
morphic encryption scheme. The security of this scheme
is based on computing discrete logarithmic moduli of large
prime numbers, which would take thousands of years for
attackers to crack. In order to solve the problems of the
above schemes, this paper will use the existing efficient ho-
momorphic encryption scheme to encrypt and decrypt the
speech data. BGV (Brakerski-Gentry-Vaikuntanathan)
homomorphic encryption [2,5] is the most efficient scheme
among the current mainstream homomorphic encryption
algorithms. Using homomorphic encryption can realize
the operation of addition, subtraction and multiplication
in the encryption domain, and can further realize the fea-
ture extraction operation in the ciphertext domain. Pail-
lier [12] algorithm is the most commonly used and prac-
tical additive homomorphic encryption algorithm, which
has been applied in many application scenarios. In this
paper, BGV algorithm and Paillier algorithm are used for
encryption, and the ciphertext can be filtered by a step
of multiplication before decryption to support different
decryption operations.

In order to further improve the data security in the
cloud, Shahadi [14] proposed an adaptive speech encryp-
tion method, combining the biggest advantages of cryp-
tography and steganography, and adapting the wavelet
coefficients of encrypted speech to any other speech sig-
nal coefficients. Neither send the encrypted content of
the secret speech nor extend the bandwidth of the trans-
mission message. The ciphertext speech retrieved by the
scheme shows high speech quality and is robust to both
ciphertext-only and plaintext attacks. Jahanshahi [7]
designed a robust adaptive control scheme to encrypt
speech. The adaptive mechanism was used to estimate
the unknown parameters of the system, and the output
of the proposed adaptive mechanism was used in the con-
trol scheme to achieve a fractional order system of speech
encryption. But its efficiency limits the application of
the system to a great extent. In order to improve the ef-
ficiency of adaptive encryption, Tutueva [21] proposed a
new pseudo-random generation method based on the con-
cept of adaptive symmetric chaotic mapping. Adaptive
coefficients combined with chaos-based Pseudo-Random
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Number Generator (PRNG) are easier to implement than
existing chaos-based improved generators, and chaotic
maps with adaptive symmetry are suitable for stream ci-
phers. However, the various attacks on cryptographic sys-
tems based on adaptive mapping are not discussed in this
paper, which is not enough to prove their security.

In summary, the existing adaptive encryption schemes
and homomorphic encryption schemes are mostly used in
image fields, and the existing speech adaptive schemes are
mostly combined with chaotic encryption and scrambling
encryption. There are relatively few studies on sensitive
speech data, and the combination of homomorphic en-
cryption and adaptive control is rarely applied to speech
data. To solve these problems, an energy-based adap-
tive speech homomorphic encryption scheme is proposed,
which can implement adaptive selective encryption for
speech data, making the encryption more efficient and
less data expansion, and having strong robustness to a
variety of types of attackers.

3 The Proposed Scheme

3.1 System Model

Figure 1 shows the system model in the proposed scheme.
The system model consists of four entities: data owner
(DO), cloud server (CS), adaptive classifier (AC), and re-
trieval user (RU).

As shown in Figure 1, the components of the system
model accomplish the following:

Data Owner (DO): DO owns local speech data S =
S1, S2, . . . , Sn. To ensure the privacy and security of
speech data, the speech data is encrypted after adap-
tive classification, and the ciphertext speech data
C = C1, C2, . . . , Cn is obtained. Where n represents
the number of speech data. Finally, the generated ci-
phertext speech data C is outsourced to CS for stor-
age.

Adaptive Classifier (AC): AC is an adaptive classi-
fier for speech data generated by threshold estima-
tion. In order to improve the encryption perfor-
mance, the original speech is classified into sound
data S′ = {S′

1, S
′
2, . . . , S

′
n} and silent data S′′ =

{S′′
1, S

′′
2, . . . , S

′′
n} by adaptive selection, and the

ciphertext speech data C ′ = {C ′
1, C

′
2, . . . , C

′
n} and

C ′′ = {C ′′
1, C

′′
2, . . . , C

′′
n} are obtained after par-

allel encryption. Finally, the ciphertext speech data
C = C1, C2, . . . , Cn is generated.

Cloud Server (CS): CS stores ciphertext speech data
C uploaded by DO and performs ciphertext calcula-
tions on C to obtain the new ciphertext C∗. When
receiving RU’s search request, CS returns the query
result C∗ to RU.

Retrieval User (DU): DU decrypts the plaintext
speech data by using the key sent by DO after
receiving the query result from CS.

3.2 Adaptive Classifier

In the process of processing and analysis, adaptive control
automatically adjusts the processing method, processing
sequence, processing parameters, boundary conditions or
constraints according to the data characteristics of the
processed data to adapt to the statistical distribution
characteristics and structural characteristics of the pro-
cessed data, so as to obtain the best processing effect.
Adaptive control usually uses the adaptive algorithm to
generate online estimation of unknown parameters.

The adaptive boosting (Adaboost) algorithm [24] is im-
proved to combine multiple weak classifiers into a strong
classifier in this paper. The principle of adaptive classi-
fier is to adjust its parameters according to some criteria
and adaptive algorithm to minimize the cost (objective)
function of adaptive classifier and achieve the purpose of
optimal equilibrium. Figure 2 shows the adaptive classi-
fier (AC) model designed by Adaboost algorithm in the
proposed scheme.

The dotted line in Figure 2 represents the iteration
effect of different rounds, and each iteration adds a clas-
sification structure. The work of the i-th iteration is as
follows:

1) Add weak classifier Yi and weak classifier weight
Alpha(i);

2) The weak classifier Yi is trained by data set Data and
data weight W(i), and its classification error rate is
obtained, so as to calculate its weak classifier weight
Alpha(i);

3) Combine each trained weak classifier Yi into an adap-
tive classifier AC. After the training process of each
weak classifier is over, if the final error rate is lower
than the set threshold (this paper is set to 3%), then
the iteration ends; if the final error rate is higher than
the set threshold, then update the data weight to get
W(i+ 1).

The basic principle of the adaptive classifier designed
in this paper is to combine multiple weak classifiers
(weak classifiers generally use single-layer decision trees)
to make them a strong classifier. The algorithm adopts
the idea of iteration. Only one weak classifier is trained
for each iteration, and the trained weak classifier will par-
ticipate in the use of the next iteration. That is, in the
i-th iteration, there are a total of i weak classifiers, of
which i− 1 are already trained, and their various param-
eters are no longer changed. This time the i-th classifier
is trained. The relationship of the weak classifier is that
the i-th weak classifier is more likely to match the data
that the first i− 1 weak classifier did not match, and the
final classification output is the comprehensive classifica-
tion result of the i classifiers.

There are two kinds of weights in the Adaboost algo-
rithm, one is the weight of the data, and the other is the
weight of the weak classifier. Where the weight of the data
is mainly used for the weak classifier to find the decision
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Figure 1: Energy-based adaptive speech homomorphic encryption system model

Figure 2: Adaptive classifier (AC) model

point with the smallest classification error. The weight of
a weak classifier depends on its error rate. The lower the
error rate, the higher the weight. In Adaboost, each weak
classifier has its own threshold, and each weak classifier
only focuses on a part of the entire dataset, so they must
be combined to achieve the final classification.

3.3 Adaptive Homomorphic Encryption

Figure 3 shows the specific processing flow of the energy-
based adaptive speech homomorphic encryption scheme.
After the preprocessed original speech is classified by the
designed adaptive classifier, the homomorphic encryption
of different classes of speech data is performed in parallel.
When the speech frame data belongs to the −1 category,
it is subjected to BGV homomorphic encryption. When
the speech frame data belongs to the +1 category, it is
subjected to Paillier homomorphic encryption.

The specific processing steps are as follows:

Step 1: Pretreatment. Read the original speech data
and perform smoothing processing to obtain the

value range of the data.

Step 2: Adaptive classification. The speech data is
divided into −1 category and +1 category through
the trained adaptive classifier.

Step 3: Batch packaging. Use the Chinese remainder
theorem (CRT) and single instruction multiple data
(SIMD) to pack the classified data into a one-
dimensional array to implement parallel encryption
operations.

Step 4: Adaptive homomorphic encryption.
Perform BGV homomorphic encryption on category
−1 sound data; perform Paillier homomorphic
encryption on category +1 silent data.

The security of the BGV homomorphic encryption al-
gorithm is based on the shortest vector problem (SVP).
The algorithm establishes a new method to construct a
FHE scheme with a fixed circuit depth without Gentry’s
bootstrapping (able to evaluate circuits of arbitrary poly-
nomial size). The ciphertext multiplication operation will
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Figure 3: Adaptive speech homomorphic encryption processing flowchart

cause the explosive growth of the ciphertext dimension,
resulting in the solution can only perform a constant num-
ber of multiplication operations. But the algorithm can
use key exchange technology and module exchange tech-
nology to solve this problem: the key exchange technology
can control the dimensional expansion of the ciphertext
vector. After the ciphertext is calculated, the expanded
ciphertext dimension is restored to the original ciphertext
dimension through key exchange; Modular switching tech-
nology can replace the Bootstrapping process in the Gen-
try scheme to control the noise increase generated by the
homomorphic operation of ciphertext. Therefore, after
each ciphertext multiplication operation, it is necessary
to reduce the dimensionality of the ciphertext through
the key exchange technology, and reduce the noise of the
ciphertext through the modular exchange technology, so
that the next calculation can be continued.

The security of the Paillier homomorphic encryption al-
gorithm is based on the complex remaining difficult prob-
lems, and it is a public key encryption algorithm. Before
encryption and decryption, public keys n and g that can
be used for encryption must be generated. n is the prod-
uct of two large prime numbers of similar size:n = p · q. g
is a semi-random number, and its order must be in Z∗

n2 ,
that is, the order of g modulo n2 must be a multiple of
n. The public key used for the actual encryption and de-
cryption operation process is (n, g). With the release of
the public key, anyone can use the public key to encrypt
data and pass the ciphertext to the private key holder.

3.4 Encryption and Decryption Scheme

Figure 4 is the processing flow of this text encryption and
decryption scheme, which mainly includes three parts of
processing work. First, the adaptive classifier AC is de-
signed, and the classifier model used for homomorphic
encryption is trained to perform adaptive homomorphic
encryption. Then the data owner DO sends the speech
database to AC for adaptive classification, adaptively en-

crypts the -1 and +1 speech data, stores the encrypted
speech in the cloud, and CS performs outsourcing cal-
culation and retrieval. Finally, the authorized user RU
decrypts the retrieved speech returned from the cloud to
obtain the decrypted speech.

The definitions of symbols used in the proposed scheme
are shown in Table 1.

Table 1: Symbol definitions

Symbol Definitions
S = S1, S2, . . . , Sn Speech data set
C = C1, C2, . . . , Cn Encrypted speech data set

SK = sk1, sk2 Private key sk1, sk2
PK = pk1, pk2 Public key pk1, pk2

EVK = evk1, evk2 Calculation key evk1, evk2
i Number of iterations
N Total number of sample data

The proposed adaptive speech homomorphic encryp-
tion and decryption scheme consists of 5 algorithms:
Setup, GenKey, Enc, Eval, Dec.

1) Adaptive classifier algorithm. mi ←Setup(S, i). In-
put speech sample data set S = S1, S2, . . . , Sn and
the number of iterations i, Generate a strong classi-
fier G(x) and output the classification result mi.

2) Key generation algorithm. sk, pk, evk ←GenKey
(λ, p, q). This algorithm is a probabilistic key gener-
ation algorithm. Enter λ, p, q, and return the private
key (sk1, sk2), public key (pk1, pk2) and ciphertext
calculation key (evk1, evk2).

3) Speech encryption. c ←Enc(pk,m). This algorithm
is a probabilistic algorithm. Input the public key pk
and the speech data m, and return the ciphertext
speech data c.

4) Ciphertext calculation algorithm. c′ ← Eval
(evk, C, c). Input the ciphertext calculation key evk,
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Figure 4: Adaptive speech homomorphic encryption and decryption processing flow

circuit C and ciphertext c, and output the ciphertext
calculation result c′.

5) Speech decryption. m′ ←Dec(sk, c′). This algo-
rithm is a deterministic algorithm. Enter the private
key sk and the ciphertext calculation result c′, and
return the decrypted speech m′.

The processing process of the adaptive speech homo-
morphic encryption and decryption system is as follows:

Step 1: Adaptive classification. The parameter
adaptive algorithm is combined with the discrete sys-
tem to obtain the estimated parameters.

After 3 iterations, the process of implementing adap-
tive classification is as follows:

1: Initialize the weight distribution of the training
data (each sample). Each training sample is initial-
ized with the same weight W1 = 1/N .

2: Perform multiple iterations, i = 1, 2, 3, i repre-
sents the number of iterations. The adaptive classi-
fier designed in this paper iterates 3 times in total.

1) Use the training sample set with the weight dis-
tribution wi(i = 1, 2, 3) for learning, and get the
weak classifier Yi(x). The criterion is shown in
Equation (1). The error function of the weak
classifier is the smallest, that is, the sum of the
weights corresponding to the wrong samples is
the smallest.

εi =

N∑
n=1

w(i)
n I (Yi (xn) ̸= tn) (1)

Yi (x) : χ→ {−1,+1} (2)

2) Calculate the weight of the weak classifier Yi(x),
and the weight w(i) indicates the importance of

Yi(x) in the final classifier.

w(i) =
1

2
log

1− εi
εi

(3)

This value increases as εi decreases. That is, a
classifier with a small error rate is more impor-
tant in the final classifier.

3) Update the weight distribution of the training
sample set. Used in the next iteration. The
weight of the misclassified samples will increase,
while the weight of the correct score will de-
crease.

3: After the iteration is completed, the combined
weak classifier is the final adaptive classifier AC.

AC =

3∑
i=1

w(i)Yi(x) (4)

Step 2: Key generation. This scheme is a multi-key
homomorphic encryption system, and the key gener-
ation algorithm is composed of two key generation
functions.

1: BGV key generation

Randomly select an element on χ as the private key:
sk1 = s ← χ, take a ← Rq, e ← χ, and get the

public key pk1 =
(
[− (as+ e)]q,a

)
. Thus, the key

pair (sk1, pk1) is obtained.

2: Paillier key generation

In the case of the same key length, the keys g =
n + 1, λ = φ (n) , µ = φ (n) − 1modn can be quickly
generated, where φ (n) refers to the Euler function,
and its value is (p − 1) × (q − 1). Get the key pair
(sk2, pk2), the public key pk2 = (n, g), and the pri-
vate key sk2 = (λ, µ).
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Step 3: Speech encryption. Use BGV homomorphic
encryption to encrypt the sound part of the speech
information; Paillier homomorphic encryption to en-
crypt the silent part of the speech information.

1: BGV encryption

Encryption algorithm of BGV homomorphic encryp-
tion: c1 = ([∆ ·m+ p[0]u+ e1]q, [p[1]u+ e2]q). Get
the ciphertext c1.

2: Paillier encryption

1) The plaintext m is a positive integer greater
than or equal to 0 and less than n.

2) Randomly select r to satisfy 0 < r < n and
r ∈ Z∗

n2 (a sufficient condition is that r and n are
relatively prime). r ∈ Z∗

n2 means that r has a
multiplicative inverse element in the remainder
of n2. Get the ciphertext c2 = gmrn mod n2.

Step 4: Ciphertext calculation. The ciphertext cal-
culation algorithm for homomorphic encryption.

1: BGV ciphertext calculation

Satisfy full homomorphisms. Input the ciphertext
calculation key evk1, the circuit C and the ciphertext
c1, and the output is the ciphertext calculation result
c′1.

2: Paillier ciphertext calculation

It satisfies add homomorphism, that is, the multipli-
cation of ciphertext is equal to the addition of plain-
text: D(E(m1) · E(m2)) = m1 + m2. Since it sup-
ports additive homomorphism, Paillier algorithm can
also support multiplication homomorphism, that is,
multiplication of ciphertext and plaintext. The ci-
phertext calculation is as follows:{

c1 ≡ gm1 · rn1 mod n2

c2 ≡ gm2 · rn2 mod n2

⇒ c1 · c2 ≡ gm1 · gm2 · r1n · r2n mod n2

⇒ c1 · c2 ≡ gm1+m2 · (r1 · r2)n mod n2

c1 · c2 can be regarded as m = m1 + m2 encrypted
ciphertext, and the decryption result of c1 · c2 is m.

Step 5: Decryption steps. Use adaptive ciphertext
data selection to filter the ciphertext and perform
homomorphic decryption.

1: BGV decryption

Input private key s = sk1, ciphertext c1, output de-

crypted plaintext m′
1 =

[
t
q [c1[0] + c1[1] · s]q

]
t
.

2: Paillier decryption

Input private key s = sk2, ciphertext c1, output de-
crypted plaintext m2 = L

(
c2

λ mod n2
)
µ mod n.

Step 6: Speech reconstruction. The decrypted
speech matrix is restored to a complete decrypted
speech.

4 Encryption Performance Analy-
sis

In order to evaluate the performance and efficiency of the
proposed speech encryption scheme, some unequal-length
speeches in the Chinese speech database THCHS-30 [22]
opened by Tsinghua University were selected as the test
speech for this experiment for encryption and decryption.
Among them, S1.wav is a 8s speech, S2.wav is a 6s speech,
and S3.wav is a 4s speech. Use PyCharm platform tools
to perform speech preprocessing to obtain adaptively clas-
sified speech data as a database to realize adaptive homo-
morphic encryption of speech data.

Experimental hardware environment: Intel(R) Core
(TM) i5-8250U CPU, 1.80GHz, RAM 12GB.

Software Environment: Windows 10, PyCharm, Mat-
lab R2017b.

4.1 Correlation Analysis

Correlation analysis [15], as a data statistical method, is
widely used in the performance evaluation of speech en-
cryption algorithms. If the value of the correlation coeffi-
cient is around +1 or −1, it indicates that the two speech
signals are highly correlated; if the value of the correla-
tion coefficient of the two speech signals is around 0, it
means that the correlation between the two speech signals
is extremely poor. The correlation coefficient expression
is shown in Equation (5), and its correlation expression is
as follows:

rxk =
C (x, k)√

V (x)
√
V (k)

(5)

C (x, k) =

∑
(x− x̄)(k − k̄)

N − 1
(6)

V (x) =
1

N

∑N

i=1
(xi − x̄)2 (7)

x̄ =
1

N

∑N

i=1
xi (8)

where x̄, k̄ are the mean values of the original speech
signal x and the encrypted speech signal k respectively;
C(x, k) is the covariance between the original speech sig-
nal x and the encrypted speech signal k; V (x) and V (k)
represent the variance between the original speech x and
the encrypted speech k.

Figure 5 shows the waveform of original speech, en-
crypted speech and decrypted speech of the S3.wav as an
example. Figure 5(a), Figure 5(b) and Figure 5(c) are
waveform diagrams of original speech, encrypted speech
and decrypted speech respectively.

It can be seen from Figure 5(b) that no speech wave-
form features can be seen in the encrypted speech, so the
encryption effect is good. In order to further reflect the
anti-statistical analysis attack performance of the encryp-
tion algorithm, the correlation coefficient before and after
the speech encryption is analyzed, and the Pearson cor-
relation coefficient is calculated by Equation (5) to mea-
sure the correlation between the signals. Table 2 shows
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(a) Original speech (b) Encrypted speech (c) Decrypted speech

Figure 5: Waveform diagram of original speech, encrypted speech and decrypted speech

the correlation analysis of the original speech, encrypted
speech and decrypted speech of different durations. Fig-
ure 6 shows the correlation comparison before and after
speech encryption.

Table 2: Correlation analysis of speech
File Original & Encrypted Original & Decrypted

S1.wav -0.0043 0.9890
S2.wav -0.0032 0.9920
S3.wav 0.0018 0.9983
Average 0.0031 0.9931

If the correlation coefficient is around +1 or −1, it in-
dicates that the two speech signals are highly correlated.
If the correlation coefficient between two speech signals is
around 0, it means that the correlation between the two
speech signals is extremely poor. It can be seen from Ta-
ble 2 and Figure 6 that the correlation coefficient between
the original speech and the encrypted speech is close to
0, indicating that the original speech and the encrypted
speech are unrelated and the speech encryption perfor-
mance is good. The correlation coefficient between the
original speech and the decrypted speech is between −1
and +1, indicating that the recovery and reconstruction
performance of the speech is extremely strong, and basi-
cally can achieve lossless recovery.

4.2 SNR and SNRseg

Signal-to-noise ratio (SNR) [16], as one of the most com-
mon and direct methods to verify the performance of data
encryption algorithms. It is mainly used to measure the
noise content and distortion degree of signals in encrypted
data, and is widely used in multimedia data encryption.
The expression of SNR is shown in Equation (9).

SNR=10× log10

∑
L
i=0x

2
i∑

L
i=1[xi − yi]

2 (9)

where L represents the number of samples; xi stands for
the original speech signal; yi stands for encrypted speech
signal. The higher the SNR is, the less noise is generated.
Generally speaking, the smaller the SNR is, the greater

the noise in the encrypted signal is, the higher the dis-
tortion degree is and the better the encryption quality
is.

Segmented SNR (SNRseg) [16] is the average of short-
frame SNR. This is one of the widely used objective
evaluation measurement methods, which can be used to
estimate the quality of the speech signal. The lower
the SNRseg value, the higher the encryption noise and
the better the encryption effect. The expression of the
SNRseg function is shown in Equation (10):

SNRseg=
10

M
×

M−1∑
m=0

log10

∑ Lm+L−1
n=Lm x2

i∑ Lm+L−1
n=Lm [xi − yi]

(10)

where M represents the number of frames in the speech
signal.

Table 3: SNR and SNRseg of encrypted speech

File SNR (dB) SNRseg (dB)
S1.wav -40.1540 -41.1022
S2.wav -38.4883 -40.5567
S3.wav -51.0261 -53.6930
Average -44.8495 -45.1173

The proposed scheme performs SNR and SNRseg tests
on encrypted speech data of different durations. It can be
seen from Table 3 that the SNR and SNRseg values of the
encrypted speech obtained from the experimental results
are lower, indicating that the proposed encryption scheme
has higher encryption quality and stronger security.

4.3 Security Analysis

In general, the security analysis must be satisfied when
a new encryption scheme is proposed. A perfect encryp-
tion scheme should be robust against all kinds of crypt-
analysis attacks (i.e., statistical attack, entropy attack,
chosen-plaintext attack, etc). Therefore, this paper con-
ducts some security analyses to demonstrate the effective-
ness of the proposed algorithm.

1) Statistical Attack

If the encryption performance of a speech encryp-
tion system is well, the encrypted speech statistics
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Figure 6: Correlation comparison before and after speech encryption

histogram [18] should be evenly distributed. This
section takes S3.wav as an example for encryption
performance analysis. Figure 7 shows the amplitude
histogram of the original speech and the encrypted
speech.

It can be seen from Figure 7 that the amplitude his-
togram of the original speech in Figure 7(a) has ir-
regular statistical features. The amplitude histogram
distribution of encrypted speech in Figure 7(b) is rel-
atively stable without large ups and downs, which
has a good masking effect on the statistical features
of the speech data. It can be seen from Figure 7(b)
that the encrypted speech data has poor correlation
and little statistical information, indicating that the
proposed encryption scheme is sufficient to resist sta-
tistical attack.

2) Entropy Attack

Information entropy analysis [10] is mainly used for
the error rate of encrypted speech data. Generally,
the value of information entropy is proportional to
the error rate of speech. The higher the information
entropy of encrypted speech data, the better the ef-
fect of speech encryption. The calculation expression
of information entropy is shown in Equation (11):

H= −
∑S

K=0
p(k)log2p(k) (11)

where p(k) is the input speech data, S represents the
number of sampling points.

For each speech file, if the entropy value of the en-
crypted speech data is close to 16, it indicates that
the speech encryption system has better encryption
effect and higher security. Table 4 shows the cal-
culation of information entropy for speech data of
different durations.

It can be seen from Table 4 that the information
entropy of encrypted speech data is basically close to

Table 4: Information entropy analysis of speech

File Original speech Encrypted speech
S1.wav 11.6241 15.4649
S2.wav 11.7700 15.6166
S3.wav 12.2390 15.7770
Average 11.5956 15.6594

the expected value of 16, indicating that the proposed
encryption scheme has high security and is sufficient
to resist entropy attack.

3) Chosen-plaintext Attack

The number of samples change rate (NSCR) [16] is
an evaluation index of chosen-plaintext attack, which
is widely used in the field of speech encryption. It
reflects the proportion of the data points in the same
position of two speech data to the whole data point.
NSCR reflects the proportion of data points that are
not equal in the same position of two speech data
that are not equal to the entire data point. If NSCR
is approximately equal to 100%, it is considered that
the encryption algorithm has high performance and
can resist various plaintext attacks. Table 5 shows
the sample rate of change for different durations of
speech.

Table 5: NSCR of speech

File NSCR (%)
S1.wav 100
S2.wav 99.999
S3.wav 99.996
Average 99.998

It can be seen from Table 5 that the NSCR val-
ues obtained by the proposed scheme are all close
to 100%, indicating that the encrypted speech data
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(a) Original speech (b) Encrypted speech

Figure 7: Amplitude histogram of original speech and encrypted speech

sample points are diametrically opposite to the orig-
inal speech, and the proposed scheme can effectively
resist differential attacks.

5 Experimental Analysis

5.1 Adaptive Classification

The adaptive classifier proposed in this paper has ob-
tained 3 decision points after 3 iterations. The decision
point 1 that is less than (equal to) −1.0124 is divided
into +1 category, the rest are divided into −1 category,
and the weight of classifier Y1 is 0.5. The decision point
2 is greater than (equal to) 1.0124 and divided into +1
category, the rest are divided into −1 category, and the
weight of classifier Y2 is 0.3. The decision point 3 is less
than (equal to) 2.4492 is divided into +1 category, the
rest are divided into −1 category, the weight of classifier
Y3 is 0.4.

This study loads the speech data as a sequence object,
i.e. one-dimensional arrays, each with a time label. Con-
firm that the datasets have been loaded correctly with the
summary data in Figure 8 and visualize these data as the
dataset waveforms as shown in Figure 9.

By observing the density of the training data set, we
can further understand the residual error of the data
structure analysis model. Ideally, the distribution of
residuals should follow a Gaussian distribution with zero
mean. The residual is calculated by subtracting the pre-
dicted value from the actual value. Figure 10 shows the
energy distribution of the sample data set used in this
article, and Figure 11 shows the residual density of the
designed classifier training model.

It can be seen from Figure 11 that the residual error of
the adaptive classifier designed in this paper is basically
Gaussian, the model has a small deviation, and the mean
value basically tends to zero. If there is any autocorrela-
tion in the residuals, it means there is an opportunity to
improve the model. Ideally, if the model fits properly, no
autocorrelation should be retained in the residuals. When

training the classifier, first extract the first 50 data of the
sample for autocorrelation analysis, and the autocorrela-
tion coefficient is shown in Figure 12; when all the data
of a sample is input to train the classifier, the autocorre-
lation coefficient is shown in Figure 13.

It can be seen from Figure 12 and Figure 13 that the
autocorrelation coefficient of training a sample of all data
is much lower than that of training a sample of a small
amount of data. The more samples in the training set, the
more the autocorrelation tends to zero. Figure 13 shows
that all autocorrelations have been captured in the train-
ing model, and there is no autocorrelation in the resid-
uals. Therefore, the training model has passed all the
standards, and this model can be saved as an adaptive
classifier for subsequent use.

5.2 Speech Encryption and Decryption
Efficiency Analysis

The complexity of the speech encryption system and the
efficiency of speech encryption and decryption are mu-
tually restricted. Existing algorithms often ignore the
speech encryption and decryption time when ensuring key
security, and are not suitable for massive speech encrypted
data. Table 6 shows the time efficiency analysis of en-
cryption and decryption of speech data with different du-
rations.

Table 6: Efficiency of speech encryption and decryption

File Encryption time(s) Decryption time(s)
S1.wav 15.7421 8.8643
S2.wav 11.3554 5.9435
S3.wav 8.1106 4.1652
Average 1.9560 1.0541

It can be seen from Table 6 that the encryption al-
gorithm use about 1.9560 s to encrypt speech per sec-
ond, and the decryption algorithm takes about 1.0541 s to
encrypt speech per second, indicating that the proposed
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Figure 8: Summary data Figure 9: Dataset waveform

Figure 10: Histogram of energy distribution Figure 11: Residual error density and distribution

Figure 12: Autocorrelation plot of the first 50 sample
data

Figure 13: Autocorrelation plot of all sample data

scheme has good encryption and decryption efficiency.

5.3 Comparative Analysis with Existing
Encryption Schemes

This section compares the experimental results with the
improved probabilistic statistics addition homomorphic
algorithm, El-Gamal, probabilistic homomorphic speech

encryption algorithm in the existing scheme [6,15,16] and
BFV speech homomorphic encryption scheme to objec-
tively and accurately evaluates the proposed scheme. The
experimental comparisons all adopt the speech data with
a duration of 4s, and take the average value of each item
for comprehensive evaluation as shown in Table 7.

It can be seen from Table 7 that compared with
Ref. [6, 15, 16] and BFV homomorphic encryption sys-
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Table 7: Performance comparison

Evaluation index Proposed Ref. [15] Ref. [6] Ref. [16] Ref. [1] Ref. [14] BFV
Key size 2× 256 - - 196 - L× 16 128
key space 22×256 - - 4× 2196 - 2L×16 2128

SNR (dB) -44.8495 -29.96 -35.0224 -45.0206 - -47.4953 -
SNRseg (dB) -45.1173 - -38.0201 -45.2222 - - -

Correlation coefficient
original & encrypted 0.9931 0.9438 - 0.7386 0.9901 0.9981 -
Correlation coefficient
original & decrypted 0.0031 0.0027 - 0.0115 0.0008 0.0032 -
Encryption time (s) 8.1106 25.3075 - 5.7208 2.3005 - 13.0878
Decryption time (s) 4.1652 24.2481 - 29.0230 2.8775 - 4.1264

Cipher expand 24.7519 6.6667× 106 - - - - 26.5397
Statistical attack ✓ ✓ × ✓ ✓ ✓ ✓
Entropy attacks ✓ × × × × × ×

Chosen-plaintext attack ✓ ✓ × × ✓ ✓ ✓

tem, the proposed scheme is generally superior than other
speech homomorphic encryption algorithms. Compared
with the Ref. [14], the adaptive speech homomorphic
encryption scheme proposed in this paper has a larger
key space than adaptive speech encryption model. This
is mainly because the proposed scheme performs adap-
tive classification on the speech data at first, and then
the classified data of different types are separately en-
crypted with different homomorphic encryption in par-
allel. While ensuring good encryption performance, the
computational complexity and the ciphertext expansion
are reduced. Compared with the Ref. [1], the encryption
and decryption efficiency is lower than that of the speech
chaotic encryption algorithm, but the proposed scheme
has higher security, and can realize the subsequent cipher-
text operation to support the ciphertext speech retrieval
system.

6 Conclusions

In this paper, an adaptive speech homomorphic encryp-
tion scheme based on energy in cloud storage is proposed,
which solves the risks of data privacy exposure of tradi-
tional speech encryption methods, the low efficiency of
existing speech homomorphic encryption schemes, and
the poor adaptability of speech encryption schemes. The
proposed scheme combines adaptive technology and ho-
momorphic encryption technology to perform energy-
based adaptive data classification and batch encryption
of speech data, reducing the amount of the data en-
crypted by FHE to improve the efficiency of speech ho-
momorphic encryption. Using the ciphertext calculation
function supported by homomorphic encryption to real-
ize speech data calculation operations in the ciphertext
domain can greatly improve the security and calculation
efficiency of speech retrieval and speech recognition sys-
tems. The analysis of the encryption/decryption capabil-
ities of different test speech signals through multiple per-

formance indicators such as correlation coefficient, SNR,
and SNRseg shows that the proposed scheme can provide
encrypted speech signals with low residual intelligibility.
By comparing the performance with the existing scheme,
the proposed scheme effectively improves the efficiency of
speech homomorphic encryption, and can effectively im-
prove the adaptability of the encryption scheme under the
premise of keeping the algorithm complexity unchanged.
It has higher security and lower ciphertext expansion, and
can resist statistical attack, entropy attack, and chosen-
plaintext attack.
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