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Abstract

To solve the problems of traditional speech encryption
schemes in the cloud storage, such as data leakage, low
efficiency of speech homomorphic encryption, and sig-
nificant expansion of ciphertext data, a speech encryp-
tion scheme based on the Brakerski / Fan-Vercauteren
(BFV) homomorphic encryption was proposed. Firstly,
in order to reduce the computational complexity of ho-
momorphic encryption, the original speech data was seg-
mented by fixed-length segmentation technology to gen-
erate a series of two-dimensional arrays. Secondly, BFV
homomorphic encryption algorithm was used to batch
coding and encrypt the segmented speech arrays to im-
prove the efficiency of speech homomorphic encryption.
Finally, improved the ciphertext calculation algorithm
and combined with the modulus switching and lineariza-
tion technology to perform ciphertext operation on the
encrypted speech data, which can reduce the length of
the resulting ciphertext and ensure the correctness of
the decryption. Experimental results show that the pro-
posed scheme can resist the selective plaintext attack with
low computational complexity and ciphertext expansion.
The proposed scheme has higher security and encryption-
decryption efficiency compared with the existing proba-
bilistic statistics and additional homomorphic cryptosys-
tem. It can be used to store speech data in cloud com-
puting securely.

Keywords: BFV; Homomorphic Encryption; SEAL Li-
brary; Speech Encryption

1 Introduction

With the continuous development of cloud storage and
multimedia technologies, cloud computing solves the pres-
sure caused by massive speeches on local storage, but
brings about the security problem of speech data leak-
age. Front-end encryption of speech data is one of the
effective methods to solve the problem of cloud data leak-
age. However, data privacy depends on the access con-

trol policy of the cloud in traditional speech encryption
schemes, resulting in the exposure of private data to cloud
operators [21, 24]. Speech homomorphic encryption in
cloud computing does not need to expose the key in Cloud
Server and supports the data calculation function in the
ciphertext domain, and provides feasible support for fea-
ture extraction in the ciphertext domain for the next step
of speech recognition and speech retrieval [7].

The speech homomorphic encryption scheme uses the
most advanced homomorphic encryption technology to
ensure that while Cloud Server provides encrypted storage
and computing functions, the speech data stored by the
user will not be exposed in unencrypted form. Homomor-
phic encryption allows direct operations in the ciphertext
domain, and after decryption, the same results can be ob-
tained as those in the plaintext domain. Data privacy de-
pends on the most advanced cryptography [25]. However,
there are two limitations in homomorphic ciphertext op-
eration: the limitation of operation types and large com-
putational overhead [2]. Almost all fully homomorphic
encryption only supports data of integer type, and re-
quires a fixed multiplication depth, and cannot be added
and multiplied infinitely [15, 18]. Homomorphic cipher-
text operation is more time-consuming than plaintext op-
eration, so speech homomorphic encryption schemes need
to pay more attention to performance. Therefore, how to
convert speech into integer data suitable for homomorphic
encryption and improve the efficiency of homomorphic en-
cryption has important research value.

Most of the existing speech encryption schemes are
based on chaotic mapping, double chaotic mapping, com-
bination of multiple chaotic mapping, hyperchaotic sys-
tems and other chaotic encryption methods [1]. Basically,
they do not support data calculation in ciphertext do-
main, which means that users must share the decryption
key with Cloud Server in order to carry out feature extrac-
tion, classification, matching, retrieval and other opera-
tions. With the continuous development of homomorphic
encryption technology, it has attracted much attention in
the field of speech encryption with its unique ciphertext



International Journal of Network Security(VDOI: 1816-3548-2021-00029) 2

calculation algorithm. For example, Shi et al. [23] pro-
posed a less data expansion probability statistics addition
homomorphic speech encryption scheme, which effectively
reduces the data expansion of ciphertext speech. Imran
et al. [17] used the El-Gamal algorithm for the encryp-
tion and decryption of speech signals. The security of the
system is based on calculating the discrete logarithmic
modulus of large prime numbers. It will take thousands
of years for an attacker to crack the password system.
Badii et al. [4] proposed a speech accelerated encryp-
tion framework in cloud environment. The framework
deployed partial homomorphic encryption and symmetric
encryption, which has good security, but did not give the
experimental performance of the algorithm. The above
speech homomorphic encryption schemes are all based on
PHE (Partially Homomorphic Encryption). In the cloud,
only homomorphic addition or multiplication can be per-
formed on ciphertext, which is not conducive to apply-
ing to the feature extraction of ciphertext speech in the
field of speech recognition or speech retrieval. In terms of
actual performance, the two most promising schemes of
FHE (Fully Homomorphic Encryption) are BGV (Brak-
erski Gentry Vaikuntanathan) and BFV [16], and their
security depends on RLWE (Ring Learning With Errors).
Moreover, the addition of ciphertext data in BFV scheme
can almost be considered as not consuming noise budget.

In summary, most of the existing speech encryption
methods are based on chaotic mapping [1], and there
is relatively little research on speech homomorphic en-
cryption [4, 17, 23], and most of the existing speech ho-
momorphic encryption schemes are based on PHE or
SWHE (Somewhat Homomorphic Encryption), which is
weak compared with FHE in ciphertext calculation. To
solve the above problems, this paper uses the speech data
in the TIMIT database [28] as the research object, and
proposes a speech encryption scheme based on BFV ho-
momorphic encryption. The scheme encrypts the speech
data with matrix structure, which can encrypt more data
at one time, making the operation efficiency of addition
and multiplication higher, the complexity lower and the
data expansion less. The main contributions of this work
are as follows:

1) In order to find the best parameters and balance the
performance of encryption, segmentation technology
is used to reduce the computational complexity. The
original speech data processed by positive integer is
divided into multiple matrices according to the fixed
length for evaluation, so that the computational com-
plexity is reduced from the double logarithm relation-
ship of the original speech data to the double loga-
rithm relationship of the number of matrices.

2) Batching technology is used to reduce the compu-
tational complexity and improve the efficiency of en-
cryption scheme. Pack multiple numbers into a plain-
text polynomial, and use SIMD (Single Instruction
Multiple Data) technology to operate multiple num-
bers in the plaintext slot of the polynomial in parallel.

3) Improve the ciphertext calculation algorithm of BFV,
and combined modulus switching and relinearization
technology to reduce the ciphertext expansion and
noise of homomorphic encryption. Modulus switch-
ing and relinearization technology can reduce the
length and noise of the resulting ciphertext speech,
which can still decrypt the ciphertext correctly, which
has a positive impact on noise consumption and per-
formance.

The rest of the paper is arranged as follows. Section 2
gives the system model. Section 3 describes the BFV
speech homomorphic encryption scheme and its process-
ing process in detail. Section 4 analyzes the encryption
performance of the proposed scheme. In Section 5, the
proposed scheme is verified by experiments and compared
with the existing methods. Section 6 summarizes the
work of this paper.

2 System Model

Figure 1 shows a privacy threats model in cloud comput-
ing. This model has external attack threats and internal
attack threats on cloud server. In order to improve the
security of the speech encryption system in cloud com-
puting.

Figure 2 shows the speech homomorphic encryption
model of the proposed scheme. The system model consists
of three entities: data owner (DO), cloud server (CS), and
data user (DU). The work completed by each part is as
follows:

Data Owner (DO): DO owns local speech data m =
{m1,m2, . . . ,mi}. To ensure the privacy and security
of speech data, the speech data is preprocessed and ho-
momorphic encrypted to obtain the speech ciphertext
c = {c1, c2, . . . , ci}, where i represents the number of
speech data. Finally, the generated speech ciphertext c
is outsourced to CS for storage.

Cloud Server (CS): CS stores speech ciphertext c up-
loaded by DO and performs ciphertext calculations on c
to obtain the new ciphertext c∗. When receiving DU’s
search request, CS returns the query result c∗ to DU.

Data User (DU): After receiving the query result from
CS, Du decrypts the key sent by DO to obtain speech
plaintext.

3 The Proposed Scheme

The specific processing steps of the proposed speech ho-
momorphic encryption scheme are as follows:

Step 1. Speech preprocessing. The digitized original
speech data is segmented according to the fixed
length, and the plaintext is packaged and encoded
using batching technology to realize the parallel op-
eration of encryption.
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Figure 1: Privacy threat model in cloud computing.
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Figure 2: Speech homomorphic encryption model.

Step 2. Speech homomorphic encryption. BFV homo-
morphic encryption algorithm combined with batch-
ing technology is used to encrypt and decrypt speech
data.

Step 3. Ciphertext calculation. Improve the ciphertext
calculation algorithm of BFV homomorphic encryp-
tion for data operation in the ciphertext domain and
use modulus switching and relinearization technology
to reduce ciphertext expansion and noise.

Step 4. Speech reconstruction. Decrypt and decode the
result of the ciphertext calculation and perform the
inverse operation of the ciphertext calculation to ob-
tain the decrypted speech data and restore it to the
decrypted speech.

3.1 Speech Preprocessing

Figure 3 shows the speech preprocessing process, which
is mainly composed of five parts: A/D, positive integer

processing, segmentation, batching and cyclic coding.

The processing process of the speech preprocessing
module is as follows:

Step 1. A/D. Analog to digital conversion, convert ana-
log speech signals into digital speech data.

Step 2. Positive integer processing. In order to make the
data suitable for homomorphic encryption processing
and obtain the highest efficiency, data expansion and
data migration are used to process all speech data
into positive integers. Data expansion multiplies all
data by 10φ (φ is determined according to the data
used, that is, φ significant bits are reserved, the pa-
rameter φ = 6 used in this paper), the floating-point
number is processed as an integer. Data migration
firstly finds the minimum value in the speech data
and subtracts the value from all data, processes all
the data as positive integers and stores them as a .txt
file.
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Figure 3: Speech preprocessing flowchart.

Step 3. Segmentation. The read speech data is seg-
mented to a fixed length according to the polynomial
modulus, and the last speech segment is filled with
random numbers. Segmentation technology increases
the amount of communication, but it also reduces the
plaintext space and computational complexity.

Table 1 shows the encryption parameters of the pro-
posed scheme. The polynomial modulus selected by
the BFV scheme in this paper is 8192. Therefore,
each matrix obtained by segmenting the speech data
is 2×4096, which realizes the full utilization of space.

Table 1: Encryption parameters

Name Parameter
Encryption BFV

Polynomial module 8192
Ciphertext module 218(43+43+44+44+44) bits
Plaintext module 786433

Step 4. Batching. CRT and SIMD are used to package
the segmented data into a series of matrices to realize
parallel operation.

This paper uses batching technology (Batching) [10],
that is, using the Chinese Remainder Theorem
(CRT) [27] and SIMD [8] to pack n numbers into a
plaintext polynomial. And the operation of this poly-
nomial is equivalent to the same operation on the n
numbers in the plaintext slot (i.e. parallel comput-
ing [22]).

To ensure that the multiplicative group of the plain-
text module t contains a subgroup with 2n elements,
when t = 1 (mod2n) is a prime number, that is,
batching can be used correctly when t > 2n. That
is, when ξ ∈ Zt, ∃ξm ̸= 1 (modt) , 0 < m < 2n, make
ξ2

n

= 1 (modt), ξ2
n

is the 2n primitive unit root of
the plaintext module t. The decomposition of the
polynomial under the plaintext module t is as Equa-
tion (1):

x2n +1 = (x− ξ)(x− ξ3) · · · (x− ξ(2
n−1)) mod t (1)

That is, the polynomial of mod x2n +1 is isomorphic
with a set of n polynomials of mod (x − ξ) to mod

(x − ξ(2
n−1)) respectively. Let d = 2n, according to

CRT, R can be decomposed as Equation (2):

R = Zt[x]
(xd+1)

= Zt[x]∏d−1
i=0 (x−ξi+1)

∼=
∏d−1

i=0
Zt[x]

(x−ξi+1)

∼=
∏d−1

i=0 Zt[ξ
i+1]

∼=
∏d−1

i=0 Zt

(2)

∏d−1
i=0 Zt can be expressed as Zt×Zt×. . .×Zt, or as a

d-dimensional vector. Therefore, the addition of the
two elements on the right side needs to perform the
addition of d corresponding components, which cor-
responds to the one-time addition of two polynomials
on the ring Rt on the left side, that is, it has additive
homomorphism. Similarly, multiplication has multi-
plication homomorphism.

SIMD enables multiple execution components to ac-
cess memory at the same time, and the feature of
obtaining all operands once for calculation makes
SIMD suitable for intensive calculations of multime-
dia data. The coefficients of plain text polynomi-
als (plain text slots) are obtained by using CRT in
polynomial rings. SIMD can be used to insert plain
text arrays into slots When performing a homomor-
phic addition operation on two ciphertexts, the array
vectors performed a homomorphic addition operation
by components to improve the calculation efficiency
and reduce the ciphertext conversion rate. The total
number of batch ”slots” equals the system modulus t
of the polynomial, which are organized into 2− (t/2)
matrices that can be encrypted and calculated, each
slot contains an integer that modulates the plaintext
modulus.

Step 5. Cyclic coding. The Encode function of the
SEAL library is used to encode all batch pack-
aged matrices in plaintext polynomials for subse-
quent batch encryption operations.

3.2 Speech Homomorphic Encryption

The BFV homomorphic encryption scheme contains four
algorithms: key generation algorithm (GenKey), en-
cryption algorithm (Enc), decryption algorithm (Dec)
and ciphertext calculation algorithm (Eval), where ci-
phertext calculation refers to the mathematical opera-
tions performed on the ciphertext domain. The above
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algorithms are all probabilistic polynomial time (PPT)
algorithms [11].

3.2.1 System Parameters

Table 2 shows the definitions of symbols in this paper.

Table 2: The definitions of symbols

Symbol Definition
R Polynomial ring
Rt Plaintext space with plaintext mod t > 1
Zq Set of integers (−q/2, q/2] with ciphertext

mod q > 1
Rq The set of polyno in R with coefficient Zq

f(x) Unreducible polynomial of degree d
Z[x] Set of unreducible polynomials of degree d
αi Coefficient of element a of ring R
||a|| Infinite norm of element a of ring R
δR R expansion factor
[a]q The only integer in Zq

[a]q The set of integers obtained by applying
[·]q to all the coefficients of the element a
of the ring R

D Given probability distribution
χ Discrete Gaussian distribution on integers
B B-bounded bounds

The expansion factor of the polynomial ring R = Z[x]
f(x)

is: δR = max{||a · b||/(||a|| · ||b||),a,b ∈ R}, where

f (x) = xd+1, d = 2n. The infinite norm a =
∏d−1

i=0 ai · xi

of the element ||a|| = maxi|ai| of the ring R.
For a ∈ Z, the modular operation can be described as

[a]q = a mod q, where [a]q represents the set of all inte-
gers obtained by the modular operation of all coefficients
of element a. q is the ciphertext modulus, and l = logωq
means that the integer q is decomposed into l parts ac-
cording to the base ω. For a given probability distribution
D, x← D means that x is randomly and uniformly sam-
pled from the probability distribution D. When B is large
enough, if it obeys the discrete Gaussian distribution χ
on integers on [B,B], it is called B-bounded.

3.2.2 Encryption Algorithm Description

The BFV homomorphic encryption scheme can be equiv-
alent to a circuit model C(c1, c2, · · · , cλ) ∈ Cλ, let Cλ be
the circuit set, and its algorithm is described as follows:

1) Key generation algorithm GenKey(1λ). Input λ,
output sk, pk and evk. Take the element s ← χ,
and output the private key sk = s. Take element
a ← Rq, error e ← χ, let s = sk, and output public

key pk =
(
[− (as+ e)]q,a

)
. This obtains a pair of

public and private keys (pk, sk). Let i ∈ {0, · · · , l},
αi ← Rq, the error ei ← χ, and the output ciphertext
calculation key evk = ([−(αis+ ei) + ωis2]q, αi).

2) Encryption algorithm Enc(m, pk). Input the public
key p = pk and the plaintext m ∈ Rt, take element
u ← χ, error e1, e2 ← χ, output ciphertext c =
([∆ ·m+ p[0]u+ e1]q, [p[1]u+ e2]q).

3) Decryption algorithm Dec(c′, sk). Input private key
s = sk, ciphertext c, output decrypted plaintext

m′ =
[
t
q [c[0] + c[1] · s]q

]
t
.

4) Ciphertext calculation algorithm Eval(evk, C, c). In-
put the ciphertext calculation key evk, circuit
C(c1, c2, · · · , cλ) ∈ Cλand ciphertext (c1, c2, · · · , cλ),
and output the ciphertext calculation result c′.

Based on the above BFV homomorphic encryption algo-
rithm, the proposed speech homomorphic encryption al-
gorithm is shown in Algorithm 1.

In Algorithm 1, given the speech array
swp[b][4096], (b = 16), initialize the speech matrix
pod, plain text polynomial sequence plain, ciphertext
sequence encrypted, decrypt polynomial replain, and
decode speech matrix repod;

Algorithm 1 Speech homomorphic encryption algorithm
based on BFV
1: Loop
2: for x = 1 to b/2 do
3: Pack the swp data into b/2 speech matrix pod;
4: end for
5: Loop
6: for y = 1 to b/2 do
7: Encode pod into a plaintext polynomial plain;
8: Encrypt plain into a ciphertext sequence

encrypted;
9: end for

10: Decrypt and verify encrypted respectively;
11: Decode and verify replain respectively.

3.3 Ciphertext Calculation

Eval is an important module of the homomorphic encryp-
tion scheme and a random algorithm. It takes the system
parameter Params, the ciphertext calculation key evk,
two ciphertexts c1 and c2 as input and outputs the ci-
phertext c3. The correctness of Eval is that if c1 is the
encryption of the plaintext element m1 and c2 is the en-
cryption of the plaintext element m2, then c3 should be
the encryption of the operation of m1 and m2.

3.3.1 Homomorphism

1) Addition homomorphism: Add(c0,c1)

Input two ciphertexts c0 and c1, and the sum of these
two ciphertexts is obtained by calculating Equa-
tion (3):

cadd =
[
[c0[0] + c1[0]]q, [c0[1] + c1[1]]q

]
(3)
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2) Multiply homomorphism: Multiply(c0, c1)

Input two ciphertexts c0 and c1, and the final result
(c′0, c

′
1) obtained by the calculation of Equation(5)

and Equation(6) is the product of these two cipher-
texts c0 × c1. c0 =

[
t
q (c0[0] + c1[0])

]
q

c1 =
[
t
q (c0[0]c1[1] + c0[1]c1[0])

]
q

(4)

c2 =

[
t

q
(c0[1] + c1[1])

]
q

=

l∑
i=0

c
(i)
2 ωi (5)


c′0 = c0 +

l∑
i=0

evk[i][0]ci2

c′1 = c1 +
l∑

i=0

evk[i][1]ci2

(6)

3.3.2 Improved Ciphertext Calculation Algo-
rithm

Microsoft’s Simple Encrypted Arithmetic Library
(SEAL) [26] is an open source software library based on
the BFV homomorphic encryption scheme. The library
supports the RNS variant of the BFV scheme [13], which
enable ciphertext operations on integers.

Eval enables encrypted speech data to perform feature
extraction, classification and other operations in speech
recognition, speech retrieval and other systems in the en-
crypted domain. To reduce the cipher noise of homo-
morphic encryption, an improved BFV’s Eval based on
speech data as shown in Algorithm 2.

Algorithm 2 Improved BFV ciphertext calculation al-
gorithm

1: Loop
2: for i = 1 to b/2 do
3: Perform interleaved AddPlain on the ciphertext se-

quence;
4: end for
5: Loop
6: for i = 1 to b/2 do
7: AddMany b/2 ciphertext sequences;
8: Perform MulPlain;
9: Perform Square;

10: end for
11: Relinearize the calculated ciphertext.

The given ciphertext sequence is encrypted and the
improved Eval in this paper can be described as:

AddPlain. Add the ciphertext to the plaintext. The ci-
phertext + plaintext calculation is a random algo-
rithm that takes Params, evk, c1, and m2 as input,
and outputs c3. The correctness of AddPlain is: if
c1 is the encryption of m1, then c3 should be the
encryption of m1 +m2.

AddMany. Accumulate the ciphertext calculated.

MulPlain. Multiply the ciphertext with the plaintext.
Same as AddPlain, input Params, evk, c1, and m2,
output c3. The correctness of MulPlain is: if c1 is the
encryption of m1, then c3 should be the encryption
of m1 ×m2.

Square. Perform a square operation on the result of the
above ciphertext operation.

Relinearize. Relinearize the result of the above cipher-
text operation.

Then, ciphertext calculation on encrypted data re-
quires 1 MulPlain operation, 1 Square operation, and 15
AddPlain operations.

3.3.3 Modulus Switching and Relinearisation
Technology

Modulus switching [20] is a technology that converts en-
cryption parameters along the modulus chain to improve
the efficiency of time and space. Noise is formed during
the homomorphic operation, and the original ciphertext
is expanded so that can be swapped down the modulus
chain [9]. Table 3 shows the modulus switching process.

Table 3: The process of modulus switching

Ciphertext module Modulus chain
q0q1q2q3 3(highest)
q0q1q2 2
q0q1 1
q0 0(lowest)

If c is the original ciphertext after one or more homo-
morphic operations, the ciphertext modulus q = q0q1q2q3
is the four different prime numbers of c. The first mod-
ulus switching redistributes the information of module q3
to the q0, q1, and q2 modules of c, which is usually done in
the same way in the Residue Number System (RNS), and
c is generated from the modulus q0q1q2. Similarly, the c
obtained from the second modulus switching is essentially
the ciphertext generated based on the modulo q0 and q1.
The c obtained from the third modulus switching is es-
sentially the encrypted ciphertext of the module q0. The
BFV scheme indexes the prime factors of q in the order
of decreasing size, so each modulus switching deletes the
current smallest factor [19].

Since FHE’s ciphertext has a linear size in log (q),
the rounding division operation can reduce the cipher-
text length from log (q) to log (q′), while the proportion of
noise remains roughly unchanged, that is, the ciphertext
is compressed. To still decrypt the ciphertext correctly,
simply make the noise ratio higher than the threshold
value. With the encryption parameter settings selected
in this paper, the communication volume can be reduced
by about 5 to 10 times.
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The BFV scheme in this paper uses a relinearization
operation to reduce the size of the original ciphertext,
and the plaintext corresponding to the ciphertext remains
unchanged. The size of the BFV ciphertext is the num-
ber of polynomials it contains. Initially, the ciphertext
consists of 2 polynomials with a size is 2. After each
multiplication operation, the size of the resulting cipher-
text becomes M + N − 1, where M and N are the sizes
of the ciphertext participating in the multiplication op-
eration. Although the ciphertext can still be decrypted
normally when size becomes larger, it has two negative ef-
fects: First, the computational overhead of multiplication
and addition will increase. Each ciphertext multiplica-
tion requires O(M×N) degree polynomial multiplication,
while ciphertext addition requires O(M + N). Second,
each multiplication operation consumes more noise. Re-
linearization returns the size of the ciphertext back to the
minimum of 2, thus providing greater performance bene-
fits.

The relinearization operation requires the creation of
corresponding Relinearization Key (Rlk), and each op-
eration from size M to 2 requires M − 2 Rlk. An error
will occur if the size of the ciphertext requiring repainting
does not match the number of keys for the repainting op-
eration. However, the relinearization operation itself has
computational overhead and noise consumption and is re-
lated to the decomposition bit count parameter (denoted
as w). w is an integer between 1 and 60. If w is smaller,
the calculation speed is slower, but the noise consump-
tion per operation is smaller. Conversely, if w is larger,
the calculation speed is faster, but the noise consumption
is higher for each operation. When the value of w is large,
it corresponds to a noise budget threshold under each set
of encryption parameter. When the noise budget of the
ciphertext is above the threshold, each relinearization op-
eration will consume more noise budget. Once the noise
budget of the ciphertext is reduced below the threshold,
the noise budget consumption for relinearization will drop
to a small amount.

3.4 Speech Reconstruction

The processing process of the speech reconstruction is as
follows:

Step 1. Decoding. Decode the decryption polynomial
replain into a decoded speech matrix recode.

Step 2. Matrix processing. Process the decoded speech
matrix recode, discard the last k random numbers
of the last unit of the decode matrix, and store the
matrix elements as a one-dimensional array.

Step 3. Inverse operation. Perform the inverse opera-
tion of the ciphertext operation on the processed one-
dimensional array, and restore it to the positive inte-
ger data of the decrypted speech data.

Step 4. Restore data. Through the inverse process of
data movement and data expansion, the positive in-

teger data is restored to speech data using the param-
eters (minimum value and φ) used for preprocessing.

Step 5. Restore speech. Set the sampling rate, number
of channels, sampling depth, etc. Then synthesize the
speech data into a speech file to obtain the decrypted
speech.

4 Encryption Performance Analy-
sis

The speech used in the experiment is the speech in the
TIMIT speech library [28]. The frequency of the speech
data is 16kHz, and the sampling accuracy is a 4-second
speech segment in 16bit single-channel wav format. Select
the speech in the speech database for experiments, and
use PyCharm for speech preprocessing to obtain speech
integer data as the database. If the data is more complex
speech data (such as: each speech has a different length
and a large difference, the speech data is multi-channel
data, etc.), the multi-channel speech data is converted
into single-channel speech data, and the speech data of
different duration is divided into different numbers of ma-
trix data for subsequent algorithms. The homomorphic
encryption of speech data is realized through Visual Stu-
dio 2019 and part of the custom code of Microsoft’s SEAL
homomorphic encryption library.

Experimental hardware environment: Intel(R) Core
(TM) i5-8250U CPU, 1.80GHz, RAM 12GB.

Software Environment: Windows 10, PyCharm, Mat-
lab, Visual Studio 2019.

4.1 Correctness Analysis

This section uses the symbols and definitions in Section
3.2.1. In order to prove that the proposed speech homo-
morphic encryption scheme has the correctness of decryp-
tion, according to the definition of modular operation [12]:

c0 + c1 · s = p[0] · u+ e1 +∆ ·m+ p[1] · u · s+
e2 · s mod q = ∆ ·m+ e · u+ e1 + e2 · s mod q

(7)

The following Lemma 1 can be proved [13].
Lemma 1. Suppose ∆ = [q/t], rt (q) = q mod t, then

q = ∆·t+rt (q). v is the noise contained in the ciphertext,
assuming ||χ|| < B, if Equation (8) holds:

[c0 + c1 · s]q = ∆ ·m+ v (8)

where ||v|| ≤ 2 · δR · B2 + B, that is, when 2 · δR · B2 +
B < ∆/2, the proposed scheme has the correctness of
decryption.

4.2 Security Analysis

The proposed scheme defines the security of the scheme
through chosen plaintext attacks (CPA), and uses the
Game-Hopping [3] method to verify the security of the
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proposed scheme. Use indistinguishability (IND) [14] to
verify semantic security. The verification design is divided
into adversary and challenger. The specific description is
as follows:

Game 0: Challenger B obtains the key pair (pk, sk)
through the key generation algorithm GenKey (1λ)
of the BFV speech homomorphic encryption scheme,
and then sends pk to attacker A. Challenger B an-
nounces the ciphertext c = Encpk (mb) , b ∈ {0, 1},
and attacker A needs to crack the plaintext mb cor-
responding to c. The probability that the attacker A
wins in Game 0 is Equation (9):

AdvIND−CPA(A) =

∣∣∣∣ Pr [A (pk,Encpk(m0)) = 1]
−Pr [A (pk,Encpk(m1)) = 1]

∣∣∣∣
(9)

Game 1: pk of Game 1 is directly selected randomly in
Rq. The output samples of uniform distribution on
Rq and discrete Gaussian distribution are indistin-
guishable. Therefore, attacker A cannot distinguish
Game 1 from Game 0, that is, the probability of at-
tacker A winning in Game 1 is equivalent to Game
0, which can be described as Equation(10):

|Adv1IND−CPA(A)−AdvIND−CPA(A)| = 0 (10)

Game 2: c is randomly selected uniformly within the
range of U {0, 1}, and is no longer generated by the
encryption algorithm. In Game 2 and Game 1, the
advantage of attacker A is mainly to solve the RLWE
problem. Therefore, the relationship between the
probability that the attacker A wins in Game 2 and
Game 1 can be described as Equation (11):

|Adv2IND−CPA(A)−Adv1IND−CPA(A)|
= RLWEd,q,ΩAdv(A)

(11)

At this time, c and pk provided by the challenger B
are all random, that is, they are not related to mb,
b ∈ {0, 1}. Therefore, attacker A has no advantage
in Game 2, so the probability of attacker A winning
in Game 2 is Equation (12):

Adv2IND−CPA(A) = 0 (12)

Can be obtained from the above:

AdvIND−CPA(A) = RLWEd,q,ΩAdv(A)
+RLWEd,q,ΩAdv(A)

(13)

Guessing: The adversary guesses the value of b and out-
puts the guessed value b′. If b = b′, the attacker’s
attack is successful.

In summary, the advantage of any attacker A in the
above game is defined as:∣∣∣∣Pr [b′ = b]− 1

2

∣∣∣∣ (14)

If the advantage is negligible, it proves that the at-
tacker will not win the game. From Equation (13),
AdvIND−CPA(A) can be ignored under the difficult
assumption of RLWEd,q,Ω. That is, the proposed
scheme is semantically indistinguishable under the
standard model and has semantic security [6]. The
proposed scheme conforms to the IND-CPA [5] secu-
rity model.

5 Experimental Results and Anal-
ysis

5.1 Noise Budget

There are four sources of noise: AddPlain, AddMany,
Square, MultPlain, Relinearize. The purpose of the noise
budget is to verify the parameters and is carried out dur-
ing the design stage. Table 4 shows the noise budget
consumed by the algorithm in this paper.

Table 4: The noise budget consumed

Algorithm Noise budget(bit)
AddPlain 0
AddMany 1
Square 33

MultPlain 33
Relinearize 0

The noise budget value in Table 4 is measured along the
BFV homomorphic encryption circuit. AddPlain and Ad-
dMany in this scheme can almost be regarded as no noise
budget; Relinearize does not consume the noise budget.
Noise will affect the correctness of decryption. Once the
noise is lower or higher than the threshold, it will lead to
the failure of decryption. Figure 4 shows the waveform
and spectrogram of the original speech and the decrypted
speech.

It can be seen from Figure 4 that the decrypted speech
waveform and spectrogram are visually identical to the
original speech, indicating that the proposed scheme has
the correctness of decryption. In addition, by analyzing
the correlation between the original speech and the de-
crypted speech signal, the correlation coefficient between
the decrypted speech and the original speech is around
±1, which shows the correctness of the decryption and
also shows that the speech restoration and reconstruction
performance is strong.

5.2 Ciphertext Calculation Performance

The total number of pre-processed speech data is 64,000,
and the direct encryption needs to be performed 64,000
times to obtain 64,000 ciphertexts. To perform ciphertext
calculations on these ciphertexts, a simple accumulation
algorithm (Addmany) also needs to be performed 63999
times. In this paper, the speech data is batch-processed,
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(a) Original speech waveform (b) Original speech spectrogram

(c) Decrypted speech waveform (d) Decrypted speech spectrogram

Figure 4: Waveform and spectrogram of the original speech and decrypted speech.

and the data is packaged into 8 plaintext matrices. When
encrypting, only 8 batches of matrix encryption are re-
quired, and 8 ciphertexts are obtained. Table 5 shows
the performance of various calculations performed by the
BFV speech homomorphic encryption algorithm.

Table 5: Ciphertext calculation performance test

Algorithm Computation time(s)
Encryption 8.117
Decryption 1.566
Addition 0.141

Multiplication 16.649
AddPlain 0.021
MultPlain 2.487
Square 12.023

Relinearize 4.671

It can be seen from Table 5 that the ciphertext addi-
tion is about 7 times slower than AddPlain. The cipher-
text addition is equivalent to AddPlain, but the efficiency
of AddPlain is much faster than the ciphertext addition.
Therefore, in order to improve the efficiency of ciphertext
calculation, this paper replaces ciphertext addition with
AddPlain. Similarly, can replace ciphertext multiplica-
tion with MultPlain.

5.3 Ciphertext Calculation Performance

The proposed scheme uses batching technology in the en-
cryption domain to realize the parallel operation of large
integers, and adopts a matrix structure, which can en-
crypt more samples at a time. And in the ciphertext cal-
culation module combined with modulo exchange tech-
nology and re-linearization to reduce the expansion of
ciphertext. Table 6 shows the comparison between the
ciphertext data expansion and the probability encryption
system generated by the proposed scheme.

Table 6: Ciphertext data expansion comparison

Evaluation index Proposed Ref. [28]
Original data (KB) 126 126

Ciphertext data (KB) 3344 -
Ciphertext expansion 26.5397 6.6667× 106

From the data analysis in Table 6, we can see that
the probability encryption system has more data expan-
sion than the proposed method. This paper uses modular
exchange technology and re-linearization technology to ef-
fectively reduce the ciphertext expansion in the ciphertext
calculation process.

In this section, the performance of the proposed scheme
is compared with the latest chaotic encryption scheme,
improved probabilistic statistical addition homomorphic
encryption scheme and El-Gamal encryption scheme pro-
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posed in the existing scheme [1,17,23], and the proposed
scheme is objectively and accurately evaluated. All exper-
iments use speech data with a 4s TIMIT data set speech
file 10 times on a PC, and take the average value of each
item for comprehensive evaluation, as shown in Table 7.

As can be seen from Table 7, the overall performance
of the proposed scheme is superior to the speech homo-
morphic encryption schemes proposed in [23] and [17].
The encryption efficiency of the proposed scheme is nearly
2 times faster than that of the probabilistic encryption
system proposed in [23], and the decryption efficiency is
nearly 6 times faster than that of the probabilistic en-
cryption system. This is because the proposed scheme
uses the segmentation and batching techniques to real-
ize the parallel computation of multiple data. Although
the encryption and decryption efficiency of the proposed
scheme is not as good as the speech chaotic encryption
scheme proposed in [1], the proposed scheme has higher
security and can support ciphertext domain data calcu-
lation to reduce the time consumption of subsequent cal-
culation. Therefore, the proposed scheme can be used to
protect the privacy of speech data storage in public cloud.

6 Conclusions

In this paper, a speech encryption scheme based on BFV
homomorphic encryption is proposed, which solves the
risks of data privacy exposure of traditional speech en-
cryption methods in the cloud and the problems of the
low efficiency of encryption and the large expansion of en-
crypted data in existing speech homomorphic encryption
schemes. The ciphertext calculation function supported
by homomorphic encryption is used to solve the prob-
lem of original data being exposed to the cloud server.
By combining segmentation and batching technology, the
proposed scheme performs batch polynomial encoding
and encrypting of speech data, reducing the plaintext
space to improve the efficiency of speech homomorphic
encryption. And modulus switching technique and relin-
earization technique are adopted to decrease the length
of encrypted data to reduce the amount of ciphertext ex-
pansion. Experimental results show that the proposed
scheme can effectively improve the efficiency of homo-
morphic speech encryption and reduce the expansion of
ciphertext data on the premise of ensuring the correctness
of decryption. And it also has high security and can resist
selected plaintext attacks at the same time.

In future work, we will further research the ciphertext
calculation module of speech homomorphic encryption
to solve the problem of feature extraction in ciphertext
speech data, so as to improve the security and efficiency
of speech recognition and speech retrieval systems.
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